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A B S T R A C T

The paper presents an improved-RFC (Random Forest Classifier) approach for multi-class

disease classification problem. It consists of a combination of Random Forest machine

learning algorithm, an attribute evaluator method and an instance filter method. It intends

to improve the performance of Random Forest algorithm. The performance results confirm

that the proposed improved-RFC approach performs better than Random Forest algorithm

with increase in disease classification accuracy up to 97.80% for multi-class groundnut dis-

ease dataset. The performance of improved-RFC approach is tested for its efficiency on five

benchmark datasets. It shows superior performance on all these datasets.

� 2016 China Agricultural University. Publishing services by Elsevier B.V. This is an open

access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-

nd/4.0/).
1. Introduction plant parts along with the congenial climatic conditions can
Diseases, pests and uneven rainfalls are vital reasons for yield

losses in crops. Significant crop losses by pests and diseases

have been accounted from many countries [1,24,38]. Yield

losses due to some diseases are to an extent of 70% [14].

The degree of economic losses due to diseases is much more

than the reported global yield losses of 600 million US$ [28].

Groundnut (Arachis hypogaea L.) is an important oilseed crop

and a vital source of protein. More than fifty-five pathogens

along with viruses have been reported to affect groundnut

crop. Some diseases are extensively distributed and cause

more financial losses while others are confined in distribution

and are not considered to be reasonably significant at the pre-

sent time. Proper diagnosis of disease(s) is the first step in

planning a Disease Intelligent System [27]. Symptoms on
be used to identify most of the diseases [43–45].

Classification is a basic task in the field of machine learn-

ing. It is the recognition of the category labels of instances

that are normally described by a set of attributes (features)

in a dataset. The aim of classification is to accurately predict

class labels of instances whose values of attributes are

known, but labels of classes are unknown [12]. Classification

task in the field of machine learning is binary, multi-class,

multi-labeled and hierarchical. Disease diagnosis is a multi-

class classification problem which deals with high dimen-

sional datasets. The classification task with disease diagnosis

problem is to assign a disease label to a particular instance.

High dimensional datasets have the problem of presence of

irrelevant or redundant features which often lowers the per-

formance of machine learning algorithms. Hence, the use of

suitable feature selectionmethods becomes essential for clas-

sification tasks that deal with high dimensional data [11,21].

Several machine learning algorithms are successfully used

for the problems of classification and prediction [2,30].

Machine learning algorithms are applied to identify Mastitis
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in the field of dairy farming [26,35] and Estrus [31], forecast

production of milk [29] and to find out reasons for culling

[30]. Machine learning algorithms are applied for accurate

identification of crop diseases Leaf brown spot, Rice blast,

Sheath rot, Bacterial blight, Cercospora leaf spot, Leaf rust,

Potato late blight and Powdery mildew [4,34]. Genetic Algo-

rithms and Multilayer Neural Networks are applied for identi-

fication of Tobacco rattle and Cucumber green mottle mosaic

plant viruses to solve productivity problems [17]. Random For-

est algorithm is successfully used for accurate identification

of diseases in disease diagnosis problems [3,33,36].

The performance of Random Forest algorithm is improved

by using a combination of an attribute evaluator method and

an instance filter method in the present work. The paper is

arranged as follows: Section 2 portrays materials and meth-

ods. Section 3 describes the improved-RFC approach. Section 4

presents results and discussions. Section 5 gives the conclu-

sions drawn.

2. Materials and methods

We have used the WEKA [19] open source software with

default parameter settings to conduct the present work.

WEKA includes multiple supervised and unsupervised

machine learning algorithms. Additionally, it also has a wide

set of techniques for data preprocessing and modeling, with a

user friendly interface for training and testing machine learn-

ing models.

2.1. Datasets

The improved-RFC approach is applied to groundnut disease

multi-class dataset. The performance of improved-RFC is also

examined on five benchmark datasets.

2.1.1. Real-life groundnut disease dataset
The real-life groundnut disease dataset is developed using

different sources [8,9,14,25,38,41] by taking into account the

symptoms of disease(s), climatic conditions favoring the dis-

ease and crop part(s) affected. The dataset consists of 1080

instances with no missing values. It is a multi-class dataset

with 13 disease classes. It has 26 attributes and one disease

target class as shown in Table 1. All the attributes are

nominal.

2.1.2. Real benchmark datasets
Five real benchmark datasets from UCI machine learning

repository [13] are used for the purpose of testing the perfor-

mance of improved-RFC approach. The structure of these

benchmark datasets is shown in Table 2.

2.2. Feature selection methods

Feature selection or attribute evaluator or filter method con-

sists of identifying the relevant features and ignoring the

irrelevant ones from a dataset [6]. The use of attribute evalu-

ator methods enhances the performance of machine learning

algorithms. Thesemethods offer better understanding of data

and permit capability of data reduction. The attribute evalua-
tor methods used in the design of improved-RFC approach

are.

2.2.1. Correlation-based feature selection (CFS)
It is a simple attribute evaluator method that grades feature

subsets on the basis of a correlation based heuristic estima-

tion function [6]. The bias associated with the function is

towards the subsets containing features that have high corre-

lation with the class but are not correlated with each other

[20]. It is used in the design of improved-RFC approach as it

ignores irrelevant features as they have low correlation with

the class. Redundant features are not considered in the resul-

tant feature subset as they are highly correlated with one or

other features.

2.2.2. Symmetrical uncertainty (SU)
SU [6] is an attribute evaluator method. It is used in the design

of improved-RFC approach as it provides a symmetrical mea-

surement for correlation between features and also balances

the bias of mutual information. SU is defined as the fraction

between the Information Gain (IG) and the Entropy (H) of

two features, x and z such that

SUðx; zÞ ¼ 2� IGðxjzÞ=½HðxÞ þ HðzÞ� ð1Þ
where the IG is described as

IGðxjzÞ ¼ HðzÞ þ HðxÞ � Hðx; zÞ ð2Þ
where H(x) and H(x, z) represent the entropy and joint entropy

respectively.

2.2.3. Gain ratio
Gain Ratio attribute evaluator is used in the design of

improved-RFC approach as it is an improvement to Informa-

tion Gain which resolves the matter of bias towards attributes

with a larger set of values [23]. It measures gain in informa-

tion for the purpose of classification with respect to the

entropy of feature Fei:

Gain RatioðC;FeiÞ ¼ ½HðCÞ �HðCjFeiÞ�=HðFeiÞ ð3Þ
where H(C) represents entropy of class C, H (C|Fei) represents

the entropy of class C given feature Fei and H (Fei) is the

entropy measure of feature Fei.

2.3. Simple random sampling – instance filter

Real-world datasets, as groundnut disease dataset have non-

uniform class distributions. This non-uniformity of class dis-

tributions considerably influences the performance of a clas-

sification algorithm in the training phase. The two strategies

in training machine learning algorithms are as follows – (i)

training the algorithm by considering original class distribu-

tion and (ii) training the algorithm throughminority class rep-

resentations balanced through a sampling strategy [33,42].

Simple random sampling is one of the fundamental sampling

techniques of statistics that gives a fair sample from the orig-

inal data. The two ways of selecting samples are – (i) with

replacement – a sample can be picked more than once (ii)

without replacement – a sample can be chosen only once

[32]. The unbalanced nature of distribution of groundnut dis-

ease classes makes the dataset suitable to test the result of



Table 2 – Description of benchmark datasets.

Datasets Classes Attribute types Instances No. of attributes

Audiology 24-Class Nominal 226 69
Breast Cancer 2-Class Nominal 286 9
Diabetes 2-Class Real 768 8
Soybean 19-Class Nominal 683 35
Vote 2-Class Nominal 435 16

Table 1 – Groundnut disease dataset description.

Attribute number Attribute description Possible values of attributes Assigned values

1. Temperature Normal, lower-than-normal, greater-than-normal 1–3
2. Soil-moisture High, normal, low 1–3
3. Relative-humidity High, normal, low 1–3
4. Severity Minor, severe 1–2
5. Leaf Normal, abnormal 1–2
6. Leaf-lesions Black, brown, chlorotic, circular, dark-brown, dark-brown-to-

black, grayish-green, irregular, light-brown-centre-and-
yellow-halo, marginal-irregular, necrotic, orange-colored-
pustules, powdery-white, small, sub-circular, water-soaked,
wilting, zonate-appearance, does-not-apply

1–19

7. Seed Normal, abnormal 1–2
8. Seed-lesions Rotten, shriveled, yellow-and-wilted, does-not-apply 1–4
9. Hypocotyl Normal, abnormal 1–2
10. Hypocotyl-lesions Brown-to-dark-brown, damping-off, light-brown, rotten,

sunken, water-soaked, does-not-apply
1–7

11. Pod Normal, abnormal 1–2
12. Pod-lesions Discrete, rotten, does-not-apply 1–3
13. Stem Normal, abnormal 1–2
14. Stem-lesions Black-and-sooty, chlorotic, internal-vascular-browning-

and-discoloration, necrotic, oval-to-elongate, shredded,
water-soaked, wilting, does-not-apply

1–9

15. Root Normal, abnormal 1–2
16. Root-lesions Black, rotten, shredded, internal-vascular-browning-

and-discoloration, does-not-apply
1–5

17. Collar Normal, abnormal 1–2
18. Collar-lesions Shredded-and-dark-brown, does-not-apply 1–2
19. Peg Normal, abnormal 1–2
20. Peg-lesions Discrete, oval-to-elongate, rotten, does-not-apply 1–4
21. Leaf-surface Upper, lower 1–2
22. Mycelia Sporulating, white, does-not-apply 1–3
23. Sclerotia Mustard-sized-and-color, does-not-apply 1–2
24. Fruiting-bodies Black, concentric-rings, reddish-orange, does-not-apply 1–4
25. Plant-effect Chlorotic, death, drying, normal, stunted-growth 1–5
26 Leaf-wetness Present, absent 1–2
27. Target class Alternaria leaf spot, Charcoal rot, Collar rot, Cylindrocladium

black rot, Early leaf spot, Fusarium rot, Late leaf spot,
Myrothecium leaf blight, Powdery Mildew, Rust, Stem rot,
Yellow mold, Zonate leaf spot

1–13
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simple random sampling strategy with the help of an

instance filter. The instance filter-Resample scales up the

classification accuracy obtained by Random Forest algorithm

[33]. Hence we have used instance filter-Resample in the pre-

sent work.

2.4. Selection of classification algorithm

A comparison of machine learning algorithms such as Neu-

ral Network (NN), Logistic Regression (LR) and Support Vec-

tor Machine (SVM) is conducted for choosing suitable
classification algorithm in the present work. It is observed

that NN, LR and SVM when applied to groundnut disease

dataset showed comparable performance as that of Random

Forest. But Random Forest shows a greater increase in dis-

ease classification accuracy as 97.80% as compared to NN,

LR and SVM as 92.20%, 94.80% and 95.70% respectively. Ran-

dom Forest algorithm has already shown outstanding per-

formance for many disease diagnosis problems

[3,33,36,37,39,40]. Hence for the above mentioned reasons

we have selected Random Forest algorithm for groundnut

disease classification.
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2.5. Random Forest classification algorithm

Random Forest is a popular machine learning algorithm used

for several types of classification tasks

[10,15,16,18,22,33,37,39]. A Random Forest is an ensemble of

tree-structured classifiers [7]. Every tree of the forest gives a

unit vote, assigning each input to the most probable class

label. It is a fast method, robust to noise and it is a successful

ensemble which can identify non-linear patterns in the data.

It can easily handle both numerical and categorical data [39].

One of the major advantages of Random Forest is that it does
Fig. 1 – Architectural design o
not suffer from over fitting, even if more trees are appended

to the forest.
3. Improved-RFC approach

Improved-RFC approach uses Random Forest algorithm, an

attribute evaluator method and an instance filter method-

Resample. The aim of the approach is to improve classifica-

tion accuracy of Random Forest algorithm for multi-class

classification problems.
f improved-RFC approach.



Table 3 – Class distributions of groundnut disease dataset
before and after sampling.

Class Class labels of
groundnut diseases

Before
sampling

After
sampling

01. Alternaria leaf spot 105 86
02. Charcoal rot 102 84
03. Collar rot 82 84
04. Cylindrocladium black rot 70 81
05. Early leaf spot 72 84
06. Fusarium rot 78 80
07. Late leaf spot 82 83
08. Myrothecium leaf blight 79 80
09. Powdery mildew 83 82
10. Rust 107 87
11. Stem rot 79 82
12. Yellow mold 71 86
13. Zonate leaf spot 70 81
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3.1. Algorithm of improved-RFC approach

The pseudo-code of improved-RFC approach is given below.
Algorithm 1. Improved-RFC
Input: DTrain = {x1,x2 . . .xn} // Training dataset which
includes a set of training examples and their related class
labels.
Output: classification-accuracy A.
Method:

step 1: Select an attribute evaluator method and apply
it on training dataset-Dtrain to obtain a subset of
attributes Am.

step 2: Apply instance filter-Resample for Am of Dtrain
and obtain Dtrain-resample.

step 3: Select Random Forest classification algorithm
on Dtrain-resample and obtain classification-
accuracy A

step 4: Output classification-accuracy A.

Fig. 2 – Performance comparison of Random Forest algorithm an
3.2. Architecture of improved-RFC approach

The architectural design of improved-RFC is shown in Fig. 1.

The improved-RFC approach begins with selecting the

multi-class training dataset for classification. An attribute

evaluator method from CFS, SU and Gain Ratio is chosen

and applied on the training dataset to obtain the relevant

attributes for classification (step1 of algorithm 1). After apply-

ing an attribute evaluator, instance filter-Resample is applied

successfully for balancing the class distributions of the multi-

class dataset (step 2 of algorithm 1). The use of instance filter-

Resample is voluntary in the improved-RFC approach. If the

class distributions of the dataset are already uniform then

step 2 can be skipped.

Subsequently Random Forest classification algorithm (step

3 of algorithm 1) is applied on the result obtained from step 2

of algorithm 1. The resultant classification accuracy is

obtained from step 4 of algorithm 1. Finally the performance

of improved-RFC approach is examined with respect to each

attribute evaluator method – CFS, SU and Gain Ratio. Perfor-

mance metrics – classification accuracy, F-measure, ROC,

sensitivity and specificity are noted.

4. Results and discussions

Ten-fold cross validation is appropriate strategy for evaluat-

ing the performance of a machine learning algorithm as it

offers consistent approximates for classification accuracy

for every classification task [3,5]. Therefore, each experiment

is conducted with 10-fold cross validation in the present

work.

4.1. Performance evaluation metrics

The performance of the improved-RFC approach is evaluated

using performancemetrics-classification accuracy, specificity,

sensitivity, Receiver Operating Characteristics (ROC) and
d improved-RFC approach for groundnut disease diagnosis.
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F-measure [3,12,33]. ROC performance metric is also useful in

assessing the performance of a disease diagnosis test [3]. It

has adequate information for clarity and improving the per-

formance of any machine learning algorithm. It provides a

trade-off between sensitivity and specificity. It is also

observed when the improved-RFC approach is applied on

multi-class groundnut disease dataset.

4.2. Application of improved-RFC approach on multi-class
groundnut disease dataset

Improved-RFC approach is applied on multi-class groundnut

disease dataset for exact classification of groundnut disease

(s). An attribute evaluator is selected in (step 1 of Algorithm

1). The function of attribute evaluators in the present work

is to reduce the high dimensional groundnut disease dataset.

CFS finds a subset of attributes considering an attribute is

good if it is related to the disease class but is not essential

to any of the other relevant attributes where as SU and Gain

Ratio work by finding an appropriate ranking of the attribute

subsets of groundnut disease dataset.

CFS attribute evaluator results in the following subset of

attributes with respect to disease target class – temperature,

soil-moisture, hypocotyl, stem-lesions, collar, leaf-lesions,

leaf-surface, mycelia, fruiting-bodies, plant-effect from (step

1 of algorithm1). It is clear from Table 3 that groundnut dis-

ease dataset is not balanced before applying instance filter-

Resample. It contains majority classes such as Alternaria leaf

spot, Charcoal rot and Rust. It also contains some minority

classes as Cylindrocladium black rot, Yellow mold and Zonate

leaf spot. The function of instance filter-Resample is to create

a random subsample of the groundnut disease dataset and

balance its class distributions. The disease classes are made
Fig. 3 – Classification accuracy rates of Random Forest algorit
uniform after applying instance filter-Resample (step 2 of

algorithm1) on the result of (step1 of algorithm1) as shown

in Table 3.

In (step 3 of algorithm1) Random Forest algorithm is

applied on the result of previous step. The resultant classifica-

tion accuracy is obtained from (step 4 of algorithm 1). Simi-

larly the performance of improved-RFC approach is

observed for SU and Gain Ratio attribute evaluator methods

(steps 1 to 4 of algorithm 1). It is clear from Fig. 2 that

improved-RFC approach performs better than Random Forest

algorithm for groundnut disease dataset. The classification

accuracy obtained for Random Forest algorithm is 80.20%.

Improved-RFC approach with (CFS, SU and Gain Ratio) shows

a greater increase in disease classification accuracy as 97.80%.

It is also apparent from Fig. 2 that the other performance

metrics – F-measure, sensitivity, specificity and ROC also

show considerable rise after using improved-RFC approach

on groundnut disease dataset as compared to Random Forest

algorithm. This proves the adequacy of improved-RFC

approach for groundnut disease diagnosis problem as com-

pared to Random Forest algorithm. The experimental results

show that classification using improved-RFC approach

enhances the diagnosis of groundnut diseases. In order to

prove the efficiency of improved-RFC approach, we made

use of Audiology, Breast Cancer, Diabetes, Soybean and Vote

multi-class datasets as benchmarking studies besides multi-

class groundnut disease dataset.

4.3. Case studies for testing purposes

Audiology, Breast Cancer, Diabetes, Soybean and Vote are

multi-class datasets from UCI machine learning repository

and the description of each dataset is shown in Table 2. The
hm and improved-RFC approach for benchmark datasets.



Table 4 – The performance index values for Random Forest algorithm and improved-RFC approach using benchmark
datasets.

Benchmark datasets Performance indices Random forest algorithm Improved-RFC approach

CFS SU Gain ratio

Audiology F-measure 0.751 0.911 0.904 0.907
Sensitivity 0.779 0.916 0.907 0.912

Breast Cancer F-measure 0.694 0.902 0.913 0.902
Sensitivity 0.706 0.906 0.916 0.906

Diabetes F-measure 0.737 0.893 0.892 0.893
Sensitivity 0.743 0.895 0.893 0.895

Soybean F-measure 0.926 0.941 0.949 0.947
Sensitivity 0.925 0.943 0.950 0.947

Vote F-measure 0.963 0.975 0.975 0.975
Sensitivity 0.963 0.975 0.975 0.975

Bold values in signify maximum increase obtained in performance index value.
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experiments are conducted for each dataset, as it is realized

for multi-class groundnut disease dataset. The performance

of improved-RFC approach is tested with the help of three

performance metrics – (i) classification accuracy, (ii) F-

measure (iii) sensitivity [3,12,33]. It is an important observa-

tion from Fig. 3 that the greatest increase in classification

accuracy using improved-RFC approach is 13.72% (CFS),

20.98% (SU), 15.11% (CFS and Gain Ratio), 2.49% (SU), 1.15%

(CFS, SU and Gain Ratio) for Audiology, Breast Cancer, Dia-

betes, Soybean and Vote multi-class datasets. Significant rise

in F-measure and sensitivity values in Table 4 also indicate

that improved-RFC approach outperforms Random Forest

algorithm.

5. Conclusions

The paper discusses an improved-RFC approach for enhance-

ment of classification accuracy of Random Forest algorithm

for multi-class datasets. The improved-RFC approach is effec-

tively applied to groundnut disease diagnosis multi-class

classification problem. Improved-RFC approach shows supe-

rior performance as compared to Random Forest algorithm.

The improved-RFC approach with CFS, SU and Gain Ratio

shows increase in disease classification accuracy as 97.80%

as compared to Random Forest algorithm with disease classi-

fication accuracy as 80.20%. The performance of improved-

RFC approach is also tested for classification accuracy, F-

measure and sensitivity values with 10-fold cross validation

on five benchmark datasets from UCI machine learning

repository. The results for these datasets on these perfor-

mance measures confirm that the improved-RFC approach

shows better performance as compared to Random Forest

algorithm. Therefore it is concluded that improved-RFC

approach is a good substitute in dealing with computer-

aided diagnosis and multi-class classification problems.
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