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CHAPTER 1

INTRODUCTION

There are many studies, notably in agricultural, secielogical
and ecenomic research which are eoncerned with estimating characteristics
of a population on 'repeated occasions' in order to measure their~,tgen§s
over time. For example, in peultry surveys, we may be interested not
only in studying‘ egg production and estimation of boultry birds bx; 31.3‘9 we
may like te know propertion of ffarms adopting new feed practices and
new poultry breeds develeped by various scientific organisatiens. Further
we may also be interested in estimatipng the trend of poultry farn'ls viz.,
whether they are switching ever to recent poultry breeds and feed practices
or they are adopting same set of old breeds and feed practices.

In this type ef sur veys we have to study populatiens ( finite er
infinite ) en mere than one eccasijon ye for a set of correlated characters.
If the survey is fiteperly planped and sampling dene in'a suitable way, to
expleit for estimation purposes the inherent cerrelation between different
charactern on different occasiens, we may lesgen the cost, time, and
la.‘bo'ur‘ to & considerable extent,

¥ Further in this type of surveys the experimenter ik interested in
estimating the pepulation characters, estimating the clgange in values of
population characters and estimating the average value of the population
characters on all occasions over a given period of time. . Under these ‘
circumstances experimenter has no other alternative except sampling
ever successive occasions. Once the decisien to study the population over
successive oceasions is made, several alternatives in designing the

sampling plan would arise, viz,,
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(i) Choesing a new sample on each occasian,

(1) retaining the same sample on all eccasions, and

(i1i) replacing a part of the sample on each eccasion.

The zelative advantages of the various types of selectiéh procedures
will obvieusly depend en the extent ef variability among the units and the
variahility ef changes in these units ag well as en the relative importance
of the populatien mean and the changes in these means. In large scale
surveys , we are compelled te use multistage sampling designs. The
reasons foy use of multistage sampling deaigns are well-known. In the
present investigation, we will consider only two stage sampling designs.
The results derived can be extended to any number of stages. In a two
stage design the various alternatives for drawing sample are of the following
forms
{e) Retaining all the primary stage sampling units ( psy's ) frem occasien

te occasion but selecting each time a fresh sample of second stage
units ( ssu's ) frem the selected psu's .

{b) Retaining a fraction‘p ef the psu's along with the ssu's in those psu's
from occasien te occasion and selecting a fraction of ‘q> of psu's
afresh suchthat p +q = 1.

(c) Retaining all the psu's from the preceding eccasipn but keeping enly

a fraction ‘r’of-the ssu's and selecting afresh a fraction‘s’ of ssu's
in each psu's such that » + s = 1.

(d) Retaining a fractien ‘p’ of the psu's and frem each such psu retain
only a frattion ‘z’ of the ssu's add selecting afresh a fractien ‘s’ of the
ssu's suchthat p+q =1, r¥s3 =1,

(e) Cheesing a new sample at each accasion

(f) Retaining same sample from eccasion te occasicn

The cheice of adopting agy one of the abeve procedur‘el is limited

partially by the available resources ( funds etc.) and partially by the re-
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-quirements of experiment. Suppdse one is free to alter or retain the
compesitien of the sample and the total sample size is same on all
occasions, than according to Cechran (1963) if @ne/intenda to maximise
the Jrecision, the statements to be made about the réplacement Jpolicy are:

(1) Fer estimating the average over all eccasions, i js best to draw
a new sample on each occasjen. -

() For estimating change, it iz best to retain the same sample throughout
all eccasions, and

(O0I) For current estimate s equal precision is ebtained by keeping the
sample or by changing it on every eccasien.

Replacement of a pavt of thé sample an each eccasion may ks better than ‘
these alternatives. -

According te Yates (1960) there are two points which must be berne
in mind in connection with sampling on successive occasjons. Firstly,
repeated survey of the same units may be inexpedient since resistance
to the previsien aof the necessary information may be engendered and
secondly repeated survey may result in modification of these unii: relative
to the rest of population. Further some units may tend to be less co-
operative if they are visited consistently. These errors are reduced if
we rotate the sample.

Retation of units have got following advantages over non-ratating

samples
1. Ratation spreads the burden of reporting amoeng more respondents,
2. Retation permits the use of data from past samples te improve

current estimate. This ean be easily done by mieans éf the composite
estimatien procedures. NI

3. Rotation may afford am unbiased solution te the problem of large
ebservations which eccur in the sample.
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The first, advantage, that of spreading the burden of reporting
in a 3ample survey ameng more respbndents, may he very important

from the standpoint of maiotaining the rate of response. In multistage

g
e

surveys rotatien may be of following forms:

(a) Retation of“'aampla over all stages, ~
(B) Rotation of sample over someé of the stages including last stage,

(Y) Rotation of sample over last stage only.

Since response depends only on ultimaie units which come .into
picture only at last stage, as a result of which,rotatien at last stage is
esgential. All alt}ernative forms discugsed above will result in solving
our problems . Obviously out of these forms we will prefer case (y), since
it invelves less complications which result , when we rdtate t*he sample.

Hence taking these points into censiderationi herd is an attempt
to estimate a set of characters using two stage sa{npliqg design involying
rotation on ene or ]g;otl;‘stages. Further optimum sample size toz\' a given
cost function is also worked out. An attempt is also made to estimate value

of non-respording units using knowledge of previous occasions.



CHAPTER II

REVIEW OF LITERATURE

It was Jesson ( 1942) who first studied the theory of sampling
on successive occasions with partial replacement of units on - - each
occasien. His study was limited to only two occasions. He obtained
twe independent estimates of the mean on the second ¢ccasion, one:being
the sample mean baaed on new units only and the other a regression
estimate based on the units common to both occasiona. These Mentix;:ates
were weighted with inverse of their variances to get an estimate of the
mean on the second occasion with minimum variance. In addition:gve? all
sample mean was also obtained on the first occasion.
Yates (1949) gave a simplified method for estimating the values of
the mean on successive occasions by treating each occasion separately.
He considered two cases, (i) when the sample on the second occagion
was a subsample of the original sample and {ii) when the sample retained
Awaa sypplemented with a fresh sample on the second occasion. Yates
extended Jessen's results for the study of ene character on two occasions
to h occasions under restrictive conditions of a constant sample size
and a fixed ;replacement fraction at each nccasion. He assumed the vari-
ability on different occasions and the correlation 'p' between‘ consecutive
occasions as constant. Assuming further, the carrelation between i th

and j th accasigon to be p -3l » he obtained the relatian,
Yo=(1-¢y) L Yte( ¥y, - Y'h-l)" 7/ + ¢h ¥ oo (2.1)

where
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\
Y = precise estimate cbtained for h th eccasion, utilising all information
-h  ypto and including the h th occasion,

?h_lz similar estimate for the previous {.e. (h-l) th occasion.
§'h = mean of units common to h th and(h-1)th_-occasion.

?'h = mean of units cammon to (h-1) th and its previous occasion.

‘f“h = mean of units taken afresh in-h th occasién

"~
B

¢h depends on cgrrelation (p), the fraction replaced 'q’ en each occasion
and the number of occasions 'h' . As 'h! tmci'reases ¢h rapidly tends to
a limiting value whieli depends on 'p' and 'q' . He algo established the

recurrence relationship between ¢h and th_l as

s

(@, /¢, ) =m(1eh)+ePg, ceer (202)

where p+q = 1. -
Patterson's (1950) approach to the problem of sampling was different.

He obtained the estimate as a linearx function of a set of variates and

developed set of conditions for his estimate to be moat efficient. Using

these conditions he ebtained an efficlent estimate of the population mean

on the h th eccasien whickh is the same as (2.1) worked out by Yates. The

recurrence relationship between ¢h and ¢h-l as obtained by him was

1-¢ = P .. (2.3)
. 1-(q-p)vz—ppz(l-¢h_1)

which'was the same 2s that established by Yates { vide 2.2). Patterson

further put the recurrence relationship in ancther form as
'\(1'¢h)(1"¢h-l)'(a+ﬁ)(1‘¢h)+ap = o 001(204)

where a and f are the roots of the quadratic equation cbtained by putting

@p =Pn.) =F . He proved that with increasing b, 1-¢, tends numerically
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te the smallest reat of the quadratic

~—

p¥ PZ +¢g(1 - pz ) -q(l-pz) =0 and thus ebtained the limiting

value of @ as

L

- (;-p"‘) +/ (1-p2) [l-pz(l—‘ipq )/
¢ = «... (2.5)
2pp?

where p+q =1,

Patterson also gave an efficient estimate of the difference
between the mean on th h th ocecasion and that on the (h-1) th eccasion.

The case where the sample size varies from eccasien was alse considered
by him.

Tikkiwal (1953) studied the problem follewing a more general
appreach. He co:;sidered the correlations between units drawn on
successive occasions to vary assuming that correlations follow a product
model. According to him Py = 51-1 Py

=1
Aok
and pij is the correlation between the same units on i th and j th occasion.

tHl where l€i< j< h,
When cerrelations between consecufive occasions were assumed to be
equil on all occasiens, he proved that with limiting ¢, the replacement
fsaction to be effected on different ocsasions tends to half from abeve.
Eckler (1955) developed a methed of rotation sampling to ebtain
a minimum variance estimate of the population value ( mean and tetal)
by suitably censtructing a linear function of sampling values at différent
times.
Hansen, M.H. and others { 1955) developed another rotation plan

and estimate making use of, what is referred as a composite estimate.
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Their estimate for each item was a composite estimate or weighted

average of rotated units and retained units. Further they used ratio

S

estimate considering previous occasions as ancillary variates. Their
results were not confined to uni-stage sampling only, but they econsidered
two stage sampling design also.

Kathuria {1959) Studied the problem of successive sampling for
two stage sampling design. Further he estimated optimum sample size
for a given cost function.

Waodruff (1963) developed two procedures to inerease the reliability
of estimates from rotating sample. One was the composite estimation
procedure which in effect weights results, from past and present rotating
panels to produce an efficient estimate for the current period. The other
procedure was the large observation procedure in which unusually large
observations from two or more panels are enumerated cureently with
reduced weights . The latter procedure is particularly effective in
reducing occasion to occasion change.

Fellgi(1963) developed the estimate for sampling over successive
occasions with varying probabilities without replacement. He developed
these estimates for rotating as well as non-rotating sampling designs.

Rao, &nd Graham (1964) developed a general rotation pattern
for estimation of current level and change in level between consecutive
occasions. For estimation purpose they used a composite estimate of
the form

1 ;’o =Q (;'_1 +;°

1" ;?_1' o)+}(1°q)’?o eeee (2.6)
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where Q is 2 censtant w.aight factor with Q. £ Q < 1, ;o is the
estimater based en the entize sample for the curr/ent occasion, O]

;o.,-l is the estimator fer the current eccasjon but based on the .gapple
segment / common , te beth occasien O and -1 { previeus occasien),

i',‘l' o 18 the estimator for pravious occasien, -1, but based on ;hc E:ample

segment common to the oceasion D and =1, x! 1 is the cemposite estimater

for the previous occasion ). Their cémpmite estimator of the change,

Xo --X‘_1 is .
4 =x* - ceee (2:7)
which can also be put as

ar sq(;e._l -;_m) + (1-Q) ;o‘;ix ) ... (2.8)

Singh, D.(1968) studied the replacement policy for primary stage
units frem first occasion to second occasion while t"he same second
stage units were observed far the selected g‘;st stage units and h\e presented
the optimum design for two ahd three occasions: He further observed
that fer estimating the mean on third occasion it would be preferable
to repeat the sarne sample fraction from one occasion to the next, while
for estimating the mean over all eccasions the sample fractien repeated
on the second occasion should not be repeated on the third eccasion but
in its place a sub-sample of the sample selected on the second eccasion
should be retained.

Sipéh. D. and Kathuria (1969) studied the problem of successive

sampling with partial replacement of units in a multistage design. They

obtained estimates of the population mean ( 1) on the second eccasien and
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(11) on the ki th nccasien, under the following twa systems of replacement:

~

i

(a) partially replacing psu's and keeping ssu's fixed.
(b) keeping psu's fixed and partially replacing ssu's. -

In generalising the results for h occasiens, the pattern of variability
between psu's and ssu's was assumed to be constant on all occasions.

Abraham, et al (1969) made a study similar to that made by
Singh; D. and Kathuria (1969) for multistage design with a different
replacement plan. Their replacement plan was .

Retain a fraction p of the psu's and from each sgah psu. retain
oaly a8 fraction r of the sau's and select a fraction s of the ssu's afresh
where ptq =land r +s = 1.

Their estimate was limited to only two eccasians.

’ ‘f Singh, i Shivtar (1970) also mads a atudy similar to that of
Singh, D. and Kathuria (1969) but in generalising the resdts foxr h occasions,
the patterns ef variability between psu's and ssu's was not assurned to be
censtant over all occasions.

In the present investigat;ah and attempt has been made to ebtain
m-inimum variance linear unbiased eatimates for a set of correlated
characters for (1) the population mean on the most recent occasion, (ii)
the changé in the population méan from one occasjon to another, and (iii)
an overall estimate of the population mean over all gccasions. The

sampling design considered is a two stage sampling design.

Two casé¢s of rotation were considered, namely
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1. Retatien bn both stages ,
2. Retatien oa secend stage only, ’

Fuxi:hsx in case 2, twe differert replaicement apoli‘c‘iel -~ Were
censidered. ‘ -
(2) Replacing s part q of the psu's ind keeping a payt p of the tatal psu's
frem eccasion te occasien, whexe p +q = 1.
(b) Keeping a part p af the psu's same throughout all eccad-ens but select-
ing entirely differeént part, q of psu’s frem one eecasion to adether
occasion.

The retation pattern cefis'idet‘ed is general rotatiem pattern.

Further optimum sample size for a given cost functien is alse

worked eut. An attempt has alse been made to estimate the value of non-

respending unit using knowledge of previeus oeicauiqnu
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SAMPLING PLAN 1:- TWO STAGE ROTATION

]

In the present chapter an attempt is made te extend Rae and
Graham's general retatien pattern te multistage design, namely, tweo

stage sampling design with retatien en both stages.

1. The Rotatien Pattern:- Assume that the actual unite in the populatien

remain unchapnged in time, and N and n the number of psu's in population
and in the sample respectively ( which are the same for all éccasiom).
Let us ( fer simplifity ) asgume that in each psu we have L sau's and
l ssu's are selected en all occasiens. Alse, let N and n be multiples
of n, (n,>1) and L and 1 be multiples of 1, ( 1,7 1). Where n, and
1z ard units te be retated en first and secend stage respectively, Then
the retatien pattern is as follews.

A greup ef n, psu's stays in the aéz::xple for r eccasians
(n = nzrl) leaves the sample for m, eccasions and so en. Further ina
retained psu a greup of 12 ssu's stays for r, occasiens (1 = lzrz. rzé rl).
leaves the sample for m, occasions afld se on. If a psu returns te the
sample after having drepped eut ( k-l) previous times from the sample,
we say the psu is in the k th cycle. We only censider the case mlz rl

here ; eince the case m, < 1, 1a more complicated, further the case m1< r

1 3
is net usable in large acale surveys due te limited resources. The maximurr:.
value ef m, is r( N/n «1) and, if m, is less than the maximum value, it
amounts te cevering only a fractien, viz., n2m1+n. of the N ps units in

the rotating design. The same thing holds for second stage units within

a ps unit.
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Iustration: - let N =5, n =x, =2, m a3, L =5,1=r, =2, m,=3,

- - 1 1 2 2

alse n, =12=1. then first of all in each psu we will araange ssny with the

help of raindem number table and relebel them as 1,2,3,4,5, etc. (this
is centra:.-;r te Rae and Graham's pattern since it ensures ra;dc.xﬂsatim
whkich was not censidered by them), same thing is repeated for other

ss units within ether psu's. Then we relebel psu's in the same fashion.
Then the sample on each eccasien is as given in fig. 3.1.1.

Fr.om * Fig. 3.1.1, we find that afte¥ aninterval of NL eccasiens same
un;ta will be repeated.

2, The Cemposite Kstimators ;hM and. d—hM : -« Let x,,t, denote

J
the vecter of - u characters under study fex the jth ss unit ing th

P‘ unit’m gn th @ccaﬂiﬁn ( “‘= I.Z.. LI ph .. j = 1.2.’.. [ 4 .L. t = 1.2'0 [N ] .N)
where h denete's the last occasion at which sampling has taken place.

Alse,

~
— —y

*a’ 15
*a,2t]
X‘ » tj = ‘

__xc,utjj
Here o, it] denetes the value of 1 th character fer § th 85 unit in t th

ps unit. Then the unbjased compesite estimater of the populatien mean

vecter , ih' is

th =Q( ;Mh_1+ x;,h-l-;h-l.h) +(I-Q) ;h ce.. (3.2.1)

where

X 2 Bix /o), & % 2
*p,het TEEIXY /e T n "?fﬁ 1,45 / Ny
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These ;h.hsl and ;h-l.h are mean vectors at h th and hel th occasien,

respectively, for units ceammen te h th and h-1th occaaien.
nl '

and i'h=EE X,

Further =M

t

=11=1

o AL

is the campesite estimator faxr h2! th'occaslon, alse
i

'Q is a congtant weightage factor matrix, whese elements lie between

zere and ong. Here, ln,= ( ) -1 rz-i) nzlz is the number of matched

units between i th and (i+I1}th ececasion, ( 1#1,...

,k-1"). The compesite

estimator eof the pepulatien change, from (h-1) th occasion te h th

eccasian, Xh - xh_l. s

|
bl
';‘M
h2

- M

d

p—

h “*p

M

- M
- xh 1 . (3.2.2)
The compeaite estimatér (3.2.1) is actually ef the ferm
91 Ya Xp1t ¥ hel ™h -1kl
Y2 92| | *h2**h,h-12 *h-1,h2
YHa "% | :hu*xh;hglu'xh-l.hu'
sl
qzt..'.... ‘qm xhl o
l-qzz . Xp2
o PPRETRRS . .
e oo .« . ere (3.2.12)
—+




Figure 3.1.1

Jccasien
paa ssu 1 2 3 456 7 8 9 10 Il 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26
1 X x < X x
2 X ¢ X x x , x
1 3 x x x x .
¥
4 x x £ x
5 x_  x % .
—. x ¥ X % x
2 x ® x <
2 3 x x x x°
4 X x x x
—~ - x x - x  x N
1 x X X x
2 X x x x f
3 3 x x ® =z
4 x x x x
5 _ x x x x
1 = x X x
2 b4 X x x
4 3 4 x x x ,
4 x X x 4 x
8 x . x . x X
1 x x x o v
2 x x x x
5 3 x x x x y
4 x x x x .
5 x % * x
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Now (3.2.1) can als® be written as

h K N L :

-.M a L%
x a3 QW =X I =2 w_, x ...(3.2.3)
h aszl * ozl tsl kal ° itk Ta,tk
3 X $(1-Q) % ...(3.2.
where Wa 2Q( X ai xa-l.a) (1-Q) X (3.2.4)

for a 21,...,(h-1), Wh. =X, anfl the wor are functions of Q, Fpe¥yen,

yth
and 1,. From (3.2. 3) and (3.2.4) it may be verified that the weights
Wgq,tk a¥e a8 follows.

For the current eg¢casion, a = h

(a) Wtk ® (1-Q)/n} fer n, 1 units ( firas visit of a cycle of psu's )
(b) w,h,tks( I-Q)?'n} + Q/nlll for nlll "units!( second to (rz «1) th visit of
ssu's within secend te (rl-l)th visit of psu's )
(c) wp ¢ = (1-Q)/nl fer nzl, units ( first visit of a ssu within psu's ef
secend to (xl'-l) th visit )
(d) )tk =0 for NL - nl units ( het in the sample)
For occasions a =1,....,{h-]) ) ‘
@) W, o = Q*(1-Q)/n1 - Q%n;1 for n,} units ¢ first visit of a pzu)
‘ - a
(b) Yootk = Q%*(1-Q)/nl 4—(2"‘“/::,11x -Q/ nlll for (nl-nz) (ll-la) uhits
( secend teo (rz-l) th visit of ssu within secend to (rl-l) th
visit ef psu)
{c) Wtk = QG(I-.Q)/nE + Q"'ﬂ/x&l fax nzl waits { ¥y th visit of ssu's -

within psu's of n

.(d) Yol ek ® Q*(1-Q)/nl - Q“/nlll for (ni- Z) lz units ( first visit of a

th visit )

a

ssu within secend to ( xy-1) th visit of a psu)
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{e) Yotk =-Q%(1-Q)/ n} - Qnﬂ/nlll for (nl—nz) 13 units { last v‘iait of any

ssu within secend te (r1~l) th visit ef 2 psu)

(£) wy g = O for (NL-nl) units ( net in the sample )
Varfance of %MZ ~ We have the vaziance ef vector ;hM. v i'hM ) as
M - M .. M! —
Vix," )= E(xh %y )--,xhx'h
h N L ’ ,
= Z Z ¥ Elw o x' E(w! )
a=]t=l ksl a,th a,tk a,tk a,tk)
h h N L
+ 2 % = ZE BElw, .. )x x! Ewl' )
afat=l tal ksl 8.tk "a,tk o'tk | qf itk
h N N L |
: [} +
+2 8 2 Z E{ wa.tk) Xtk Xq e B wﬂ’t,k)),,

o=l t#t'sl k=l

h N L L
+ T £ £ I Blw

E{w! ¢)
as]l t=l k#k'=l otk

1
“’.tk) xﬂotk * a,t'k"

h h N NL
+ 2 B B Z EE(w )x, ex, . E(w' ,
afa'zl tft'=l k=l a,tk’ @ “'tk! a',t'k)

h h NN L L
| , ' ’
' ffa«}i; :;t'i zkﬁilm(w“"k)xﬂ-tha'.t'k'E(‘" &'tk

M
- My
"% e
N L N L
Now since T X w, zland T X w_, =0 a> O, a=l....(h-1)

t=l k=i h, th txl k=l © ik

Therefere, we have
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M) a2 2 5 E(weg) V(S o) E( )
V= =2 E X T E(w Ltk v(s EB(w'
h éal tal kel e,k a,tk
. - [ ]
+# X = Z ZE( wc.tk) Cov { sa.tk » 3‘,,;tk)E(w o, tk )

aya't=l t=1 ksl

h N N L
"I e er e end O (St S By o)
A b L L
' ﬂzﬂ!ﬂ = zl: tgl k;&k' = ?E(w"“‘) CoviBy o * Sat, 1)
Bl et !
»V(sc tk) fey say t =iandk = § is

’

——

(xq, 11 ‘;.,,, ,1"7"3.91‘;a. R & AT CESEY

: - - v f -
t - ol PN / T 3 - 9 .
v(s ) - ( l — l %.ul xa’ ‘e 01) ( x“;‘jz; x'“’llca) (xA‘L]i‘xd\J"Z)
.4 am NM

L ] L)

LR ] .

'k"s.lju:’.‘g. o) (e - X, 1)

S~ (x“uz-;a.“a)'........... ' ’
(x"“z&a“.z)' ssesssspecesr

8 &0
LR 2B 2N

wheze for Cov ( 86.“. 8“}'_.&) we will replace @ by a' in eme of the
part of eloments of matrices V( sc.lj) and fer diagonal elements , we

will bave
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=
-

(xa"l_jl ‘xa' R .1) (’!q’»(ijel - ng. .1) -

In case of Cov (S, ..+ 5 t"k) these differences will be summed over
’ 4 t

vtk
cemmeon units , viz., between a th and (a+l) th eccasion the cemmen
units are ::ll1 ?nd between a th and (a+s) th eccasion the cemmon units
will be (n-sn, ) 1-812) etc.

In cdse of say V(S,(,{%) we have the usual Sza divided into two parts

viz., first n, 1 units and rest.

A Simplified Approach : - Since we have,

— M —M -~ — -
xh T Qx h'1+Q(xh.h_1 “h'l,h)+(x-g) xh.

sethat we have

V(EM)=av (2 paravig ) Q!

h-1""h-1,h
— P - M —
+(I-Q) v( xh«) (I-Q)' + 2QCev ( x het X xh,hvl,) Q!
- M , , : -M . - -
+2Q Cov ( x hel’ *h-l.h ) Q'+ 2Q Cov.{ x het' x ) (1-Q)
+2Q Cov Eh.h-l‘ xh) (I-Q)f +2Q Cov ( Eh-l;xh) (1-Q)' ...(3.2.5)
Neow , before h th occasien we will be already having V (?:Mh_l) and we can

very easily find remaining variance, covariances matrices.

Nete: - Feor say h th eccasien we want to find variance, cevarifnce matrix

of estimate éi?!h. We will put it as compesed of two Sz's » one 'Sz1 will be

for deviation of first nal' units from sgme everall mean , second Sz will be

2
sum of squares of deviatien for remaining nll units from same everall mean.




N {- P
~ rn 1
B I Xh,tkl"*y, .1)("h,tk1"h. .l)'
t=xl k=l
nz 1 - )
2 11 ,I_:g_yz 2 %, ekt “*h, . 158, g, . ., 20"
S lh,nz 3( nl NL ) ( nl t’-’lkzl k{ PR
n '1 -
zZ z( - ) (x X', )
t=]l k=l xb'tkf' "h. .1 h,tku g, .u
n, 1 ‘ - -
Ez(xhtki-*h 1)(xhtk - x Z)' ........
t=} k=l P £ 2 'e \
mz 1 ’ ’
2 - X -—. Ve I“’Q '
tﬂfﬂ( xh.tk:), xhs ’ ,Z) ( xh'tkz xh,. .2 ) x( )/nl
e - -
zz ("h.tkg'”h,,..z')(xh.tku""h,..é‘)' e
t=l k=l =

.or. (3.2.6)

3. Estimate of change. - We have from (3.2. 2) estimafe of change as
- - M .. M
M

o *n " %ha

but

—— M - _‘M - — - ’ ‘i ! o
X =R 4R, pg o Eygn ) IR X
o -M
putt ing which we have dli as o
- M - - - _ M L
dh = Q“-xh.h-l - xh-l.h) +(1-Q) ( 3 X ) oo (3.3.1)

~

variance of d,  ean be put very easily in form ef type (3.2.5)
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4, Meodificatien in h th acéugen estimate

h th eccasion estimate can be furthex medified on (h+l) th
eccasien, using Knewledge of (h+l) th eccasion: In this case we can

put eur cempesite estimator ae

-~ My =M = T
ENET TE PSR- -, L (.4

5. Optimum
i This can be very easily get &em eyguation 4
oy == M
R, (V( X0 ) )

7Q

=

6. Univarjate Study!

We can shift our results of above multivariate study te uni-
variate case, in which all vecters and matrices will shift te a scalar.
Matyix Qwill change to dae constant weightage factor and I will be

ebviously ene.



CHAPTER 1V

SAMPLING PLAN II

One Stage Rotatien With Partial Refaig_ment of psu's Frem One Occasion to

Another

| Usually when we are having a multistage sampling design,rotatien
on all stages will result in cumbersome estimates. Further, it will
regult in increased cost for identification of units and may involve mors
cost for drawing a sample. As discussed in Chapter I, we do not want
ultimate stage units te appear indefinitely, since, if we coentinue te visit
same unit, it tends to be less cooperative aftér two or three visits. As

a result of this nen-respense increases. So to compremise both, we
draw a sa;mple with usual successive sampling precedure on preceding
stages but by general rotation pattern at the last stage. This will hold for
all eccasions. “

In this chapter we will consider a sampling plan for two stage
sampling design involving rotation on second stage but invelving partial
retaininent of ps units. -

1. The Sampling Plan: ~ For simplicity, let us consider a population

and
censisting of N psu's/in eéach psu we have same nurhber L of ssu's.

Suppose on first occasion npsu's are selected by simple random sampling
witheut replacement 2nd .: in sséch psu 1 ssy's are drawn by general
retation pattern. On secend occasion, let us retain np of these nps units
( where O <¢p < 1) but for retained psuls we retain 1; ssu's and retate

1, ssu's by new ssu's using general rotation pattern such that 11, =r.
This preee&ure of selecting samples can be modified frem one eccasien to

the next., This will be clear frem following illustration.
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For example, let us censider a populatien with N=8, and L=b.
Let us draw a sample of size nl wheren =4 and 1 3. For this casg
we assume p = O.5, 11‘=z and 1,1, so that 11,

second eccasien we retain ap psu’s ( at random) from n psu's of preced-

=1=23. Feor sample over

ing eccasion and select n q psu's at random frem remaining (N-n) psu's.
SSU's in retained psu's are rotated by general rotation pattern. The

samples drawn will be ef form shewn in figure 4.1.1.

o

Figure 4.1.1,

1st Occasien lind Occasion HIrd Occasion  IVth Occasien
PSH ssu PSU SSU PSU SSU PSU ssu
1 123 1 234 2 234 2 345
2 123 3 234 4 234 4 345

3 123 5 123 v 5 234 7 345
4 123 6 123 6 234 8 345
The retained pau’s can be best illustrated by Figure 4.1.2

Figure 4.1.2

PSU IOccasion II Occaiien IIL Occasion IV Occasien

1 x x

2 x x x

3 X x
4 x x x

5 ’ x x
6 x x

7 x
8 x
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2. Samgling\ove; h eccadens for u characters

An dhbiased estimate of the population mean vecter for the h th
occasien, utilising all the information cellected from first to h th

accasien, including that on the h th occasion can be written as

— _ h..‘,.i_,i‘ O ¢ B
"(k?.'x"(;.),. +1z=x£'Di‘z(.‘?"xi"l..()‘(Dimx)"‘-« 4 42

whu"@
TRLER Y

..

LR ]

i )* =medified mean vecter

on h th eccasion using information upto , and including h th occasion.

here x () ] = medified mean per ssu fer j th character using informatien

oo

upte, and including h th eccasion. * ‘

- (1) (&) 1) -{i)

x, = f{Ep .y X p)e....oxpy L)' =mean vecter per ssu

on 1 th eccaeien fer the pal units which are having psu's
commen te §+1) th ecca;lanzbut are different themselves
(i ’Igctnoﬂh)

herc.»EI. _) j =mean per ssu on i th occasion for j th character based on
’ pnl, units which are having same psu's o (1+1) th occasion
but are different themselves (1=1,...,h, } =1... %)
-0 g _ - )
x'll‘ . (xlo-l xl;-z e xl-u-u

occasion for the pnl, unite which are common to (i+1) th
occasion {1 =1,,...,h).

)t =mean vector per ssuen ith

here i':'l W . mean per s3u on i th eccasion for the pnl. unite which are
»ed common to (i+l) th occasien (i =1,... ,I{, j=lie...,u)

- {3) i -

x5, =( ;Z(i 'iél) PRREEEEE x(;) o )’ =mean vector per ssu enith

occasion for thé qnl units which are not at all commmeon
to the (i+1)th occasion {{ =1,...,h)

-
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=

“z(.i) = mean per ssu en i th eccasion for j th chaxacter fer the gnl
-4 units which are net &t all commen to (i+1) th eccasion ( i=l,...h,
J=1,...,.4)
Further,
N 1
dm dm .e dlui
ézn dzzi ..... dzd
Di ] . tes sreess e is a u x u constant
duli duli v ' duui

welightage matrix such that O édkﬂél (k=1 ...,u,t=1,...,u,

i =1|p--|h)

i - ®o1 Ol ]
2 © eeens e,
Ei = 21 224 ul isauxu
eu.li .{J.Zi ecsone eum J

A gy

censtant weightage roatrix such that O L A (k=l...,u, ‘t =l.. 04,
f=21,.....h ). '

These Di'S and Ei's are »o chosen that V (% (lf). )‘ is minimised.
We can put ( 4.2.1) in anethey form as

o e —-(x) (i) -~  _{h)
*.. ziflz' 1 %2 TRy - (D, +E) J'*thz..
+E x.(h)-&(l D, -E,) -""f’ e (4.2.2)

where ]is u xu identity matrix, the variance of (4.2.2) can be put as



V@)L T W)

+(I*D -Eh)[_ 1 A -—L—)Sll(h) +

Rp N
zpm (h',h-1)
h'n -
J (I"D )I + Z(I’D "Eh) L ( -'-—' —’—"%x" pl )

b SR T
(- )

K]

B) B 7, e o~ 1 1,8 1
% L By i'thxLD:L( w N8 x(sll(i) L’
2

7 o
sl(i) ng £ 1
- (i) 1 1y -2 '
v (- e (- ) o T B e
8,1%4) _
[*(';P_ 1)81(1)4-(1}" 1:) L -/(D+Et)+

- 1 (1,441) g {4) (iﬂ), .
inL( )? §,%78 e 1¥ L )
s( ). sz(m) -

(ioi"’l) " ’ 7 -

°, .,;.E.._. / E'(m) 2(D+E,)

s 1 __1%;_ ) Pl(i&‘.ﬂiﬂ)asl(i) s"(i’rl) 7 E'iﬂj ceee (2 4.2.3)

where a4 N (R .x G5 W.g B0y
S. = Z e— z true mean

1 i=1 N-1

sum of squares and mean sum of preducts matrix between psu mean vecter

ont th occasion (t =1,....,h)
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~ (L) — (t) ®) __ @
2t) _ 2 \;‘ (" - IENE
4 j=l N(L-l)

2 = true mean sum of

squares and means sum of products matrix between ssu mean vectors on

t th occasion (t =1,....,h)

(3, (t) _ (t) Xz, ) - @)y

t 1 N
Pl(t,t: ) Sl(t) s t" = T > = true covariance
1 i=l N-1

matrix between psumean vectors ent th and t'th ececasion (t #t' =1,...h)

) 2.0 5 @8 o @)

N L -X X, '
p,(8:t") 5 ® ®) T = Cy A Tl N = true
2 2 2 i=l el N ( L-1)

covarh nce matrix between ssu mean vectors en t th and t'th occasien
(t#¢t =1,....,h)

In most of the cases encountered in practice. , pepulations are
sufficiently large, in case population is sufficiently large the terms of
order 1/N and 1/L can be ignered and variance of eatimnte"x(%*? f.e. (4.2.3)

can be put in the form

(h) _ st sl o= 311%') 5,
V(= Y=L S5t np 1 L -2(DyrEYL np ' npl
) 5 h . - 5
*2E P n‘pl +E2L DL o3 ¥ nql 7 D
) = | 1'44) ,
- - i +
tE L np +np11—/Ei+(Di+E L o ap
( SO (1+1) (i) g (i4)
' 1,i#1) S (1,11 2 7 5
(D) + 28 [ —L——l-p + p 111 - 7By
(i') S (H‘l)
(1r,14) S 2 =
+2(D, +8;) p, 1 - By < o0 (42.9)
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Now, if for simplicity we put
26 . 52,5 %
RIC Sl1(9:) . sz1(::) /

W20 25 g V) /g

Pe
and By, tiz 2 Pl(t.t'z ) sl(t) Sl(tcz )

' 1

e pl(g,tl) sl(t) 51(tl) ' Pz(t.tl) sz(t) Sz(‘l) / L

where t ¥t ¥¢; =1,...,h

Putting these in (4. 2. 4) we have

1(n) 1(n) y
@ @ . h* hel
V(E..(h) )= -Z(Dh-!-Eh) op +ZEh—1 -----;;—-—
. ﬂl(i) ul(i) V(D .,.59 .a-\l'(i)
- . . B + o ——
+2;‘. L D1 D L + Ei P i i ¢ .mp
’ g '
g 11, (3+41) ] —
(D +E,)* + 2E, —!—;%'1— Bl *200E) — oy EG41) 7 --- (4.2.5)
We can put (4.2.5) as
vz ® ). Ani + ;f: oo (4.2.6)

where

A1 = allb) .2 D, +E, ) al") 42 E'va Pa,b-1

h
,_ - 1(1) 1(1)
+E [ Ea" EY +(D +E )s W (p, + &, )
izl

a2 o 7
+2E; By g4 Blyy- 2(D +E DB L, By S

and

2
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A, = TD_a

2 yq 1

SEY

or (4.2.6) can be put as

V(= ‘h)

)= /e v p¥/a cev. (4.2.6)
where
Ly F Al/n' smd pf, = A4, /n

New we have te usa that value of p fer which V( ¥ (b) ) is

minimum , since VG:. .(1%—“ a u x u variance, covariance matrix we

h
cannot find optimum p frem equsations ’av("i: (B) Y /op =0.

Further there is no sense in minimising covariances, hence we should
either minimise generalised variance or suym of variances in matrix

V("i (K)) i.e. trace V( x () ). Since genarilind variance needs °

— (h)

we will minimise trace V { x .(h) } + We have

.evaluation ¢f determinent of matrix V ( x ) » hence fer simplicity

4

tr. V(;. .(h) ) = tr A*l/p +trA*z/q . oo (4.2.9)

‘since g = 1-p, hence we put q = 1-p and equate Jtr V (x (b} )/dp =0,

equating ) 4, V( X () )/9p =O we have

SN R

Putting this value of PAas.p, in (4. 2.5), we have,

RV J'(h) 4 o 21

- (2D, +E +T (D —— D ¢
ap, (2Dy +%n) ap, b nq, Tt

v ® -

-
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<0 b D,+E,)! + 2E P '
| 3
+ E, oo, EL +(D +E ) ar, { D+E, L Tap, T
2 (DyE,) At E,, ) (4.2.5a)
- ( i t) o t“'l NN R » .
npo

where g, * 1« Pg
Value of censtant weightage faétor matrices Di and B, { .i=1,...,h)
for which V ( ;. '(h) } {3 minimum can be ebtained from a set of linear
equatioms given by

?v(’i“(h))/bni 20 i 5l..sush

DV (;(h) )/Pb Ei = O i=1, ....5h

we have this set of linear equations as,
2(1) 1%(1) ' 1) oo _a ]
(pfa, o™ +a ) DY+ a B ﬂ‘v,émmmaib
i al.t.-a,h"l
2(h) , 1), o, . 17h) S ih)
(p/e, ¢" +a" 77 )DY +a E'), 20
, ' . '
e PPy By
i=l,.. ogh"l

¢l'(1) ﬁi' +{ alu) 'i'.,a.l‘,(i) ’"pi‘, i+l ) B'i - pi' "©

1
RALY D+ al(h) ¢ 14B) EY, = ol'(b)
This set of linear equatieans can he put in the form.
™ = Z ve. (4.2.8)

‘Heye T i# 2h x 2h matrix, M and Z are 2h x h-matrices, where

172

Pd

{
M=2(DD.......Dy EE,...Ep) Z=00,......0 zal'(h}oo..al'(h))m

and

l
l
l

I

i

l
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i 11 U
pqu Qz(l) *ﬂl(l) O 0 s ébvecoe Oﬂlu) “'51'2 o R o
o v /9, a?(2)012) o ,........0 © ol'2) 8, 0.....0
X} L Y (3] . & t-o.looo; po o9 « oo ) .os/q.
1 Y/
: f
O ciieen. XX sas s b ;oi\aao.spJ%ﬁz(h)i’"ﬁl%)o . ;,,...,//‘/nl‘(h)
T b ‘l.(l) 0 LI .: sedsssboe 0.1(1)‘ Bl'(l)"ﬁl'z ‘pn Q /000! ﬁ
’ i
8,1, 3@ o 0 0 Glhal'@)g, 8, L0
-
Q 42.3 . e (K] LI BCI Y . ) o0 4 .
o) - O
0 < i 0 s . é béesoe 61'(1") 0 ¢ bbb oo LI auh)mx'(h)
Frem (4.2.8) we can get unique solution of M2s M = vl z if ¥ is nen-singular.
. ﬁm’

If matrix T is pesitive deﬁnit.e/@e can find its inverse by the fellewing method.

1
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Let T =K(I- 'r*; )
where K is seme constant , such that any element of T* lies between
zero and ene. Hence transform mat rix T into a matrix of form
K(I -T% )where T* =] - T/K. Now ¢ S [_—K(I-T*)J-l =
[_ 1+ 7% L o R TN _/ 80 that we have approximate value of
T 1 .s .
Taqrarey/x cers (4.2.9)
Since T% = - T/K bence we have T} =/ 21-T/K 7 / K
Putting this value of T i (4. 2.8) matrix M can be easily evaluated.
If T is not pesitive definite but is non-singular then also
matrix T ef any éardcr can be easily inverted on any digital alectronic
computer and minimum weightage factor matrices can be easily
ev“'a.luated . Using these minimum weightage factar matrices we can
got minimum linear unbiased estimate of i‘ ‘(h) .

3 . Estimate of Change . - We can estimate cthange in population

fram (h-1) th accasion te h th eccasion as
2 3@ g e

-

(4.3.1)

where d( ) = estimate of change, and V
h-1 :

(E ( ) ) -2aC )t

. (4.3.2)

V(E(h)) =V (~§() y+v o (E .(h)-, _)E“(h-l)

Hence we can estimate change frem (h-1) th accasien te h th eccasien
from (4.3.1) and variance, govariance matrix of this change can be

faund by using expression (4.3.2). In general we can put estimate of

change in population from j th to i th accasion{ 1> j )as



—
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~

kAt
'
M

“  wes (4:3.3)

4. Overall estimate of mean vector: 'In semeé cases we are required to

find overall estimate over a given interval 1.e. say overall estimate of

far k occasion. Then this overzl]l estimate can be put as

h
~® 5 wi';(t) » t=§, (4)...... (4k-1), h
LI t=j=

where wj +wj+l""‘?’ wj+k-1 + w =]

Here ‘;"t” (tej,.:..h )are seme syitableé weightage matrix depending
upon the relative impertance of the accasiens nr they may be 50 chesen
that variance is minimised.

5. V Modified Estimate ef previeus eccasita

*

Previous occasien estimate can be modified on fellewing
occasivns, by using the knewledge of following occasion, b say hth
eccasiens estimate can be put as ‘

MB) L oaex®) Ly (1oas) 2O el (4.5.1)
where A¥ is a constant weightage factor matr!;;‘ x k.{(.h) is modified
mean vecter of h th eccasion estimate utilising the information ef (htl) th
occasion alse.
™ nd X (b 1)

x a are same as for estimate 4.2.1.

6. Particular cases

(i) Twe occasions ( h = 2). Estimate and varianc€ can be very easily

obtained from {4.2.1) and (4.2. 3) by putting h = 2.

We will have estimate as N
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x“() =D X ?_f.) +E X 4’) . (D +E)x 1(,)+ wz_’z..“
| +Ez ;1_ .(2)4-(1 DZ'EZ) (1) . (4.6.1)

Same way variance, eevariance matrix can also be put. Mat:;ix T
will be 4u x 4: u matrix of the form of matrix for h occasians

(i1) Un;wriate case

ST "

(a) b occasjoéns! ja'this case all . vectors and matrices will reduce

to scalir quantitics and estimate (4.2.1) etc. can be simplified .
Simplificatien is quite eas); , hence need net be put in thesis.

(b) Twe eccasions ( h = 2) | In this case also all vecters and matrices

will reduce te scalars and we can put h = 2 and get estimate and its
variance cevariance matrix in a similay manner. Wé¢ cin also minimise
viriance in the sarne mander. The minimisation etc. are quite simple

and hence need not be discussed, In this case T will be,

2o 2q)  1(y) . -
a ' DA AP 10 al'(1) - By
o ?,/40 a&.’(2)+?l"(z) o G IN2)
T = :
R Y o o) 4 o2'D) _ Byez o
. J@) o o12) + o1'(2)




CHAPTER V

SAMPLING PLAN II

One Stage Rotatien with a part of PSU's Retained througheut all eccasiens

In this chapter we will consider a sa.mx;ling plan similar te that
censidered in Chapter IV but with/:i/;?erence in retainment of psu's. In
this sampling plan a part np ef psu's is kept same from occasion te occasion
but - .0 a fraction nq of psu's is selected afresh at each occasion from
remaining N-np psu's. In retained psu's, ssu's are centinuously rotated
by general reotation pattern. This will be clear from the fellewing illustr-

ation:

Illustratien: Let us assume that we have a population with N=8 as psu's
and fer simﬁlicity we agssume that each psu centains spme nuniber of ssu’s
say,L = 6 and we want to select a sample of size n =4 and 1 = 3 wherein

we have p =1/2 se that np =2 alse 11 = 2 and 12 =1 so that 1];!-1z =3, Then

in this case the sample on all eccasions may be of ferm shown in fig. 5.1,

Figure 5.1
Ist Occasien IInd Occasion IIIrd Occasien IVth Occasion
PSU SSuU PSU SSU PSU SsuU PSU SSU
2 123 2 234 2 345 2 456
6 123 6 234 6 345 6 456
5 143 8 124 3 235 8 245
7 145 1 135 5 346 7 456

In this cage we have 2,6 as cemmeon psu's . L Pesition for ssu's in

retained psu's will be more clear from figure 5.2



— - RN "36"

By -
~ »  Figure 532
Occasien :» 1l 2 3 4

S8y

1 x

2 = x

3 x x %

4 x x x
5 «® x
6 x

1, Sampling over h eccasiens fey u characters: ~

The unbiased linear estimate of mean vector &f u characters
on h th oeccasion can be written as

’f(h) z A x (0) +(I-A)§q,‘) cie. (5.1, 1)

Here A is a ux u coastant weightage factor matrix suchthat O < a, <1
({=1,...,u, j=1,...,u) and xé.) a("i(l?) 'ia‘;)‘—:;'.am
medified mean vector at h th occasion for u characters under study for
retained pau's.

where 'i:?}) i = modified mean at h th eccasioen for i th character under

e

study fer retained psu’s (1 =1,...,u) fur.ther

- {n) — (h)
xy = QY x(h l) + -il(h +b-1) .;l(.h?/hﬁ)) *(1-Q)x ... (5.1.2)
where "i:l (b) is estimato similay te that in Chapter IV,
Q is a canstant weightage factor matrig such that O < =1

(a-1) =%

{i=s1l,....,u. § =1,...,u) and;z, is medified mean vecter at

(h-1)th eccasien.



alse % *agh-l) . (;l(h vh-l) ;1“3(1;.11-1) ”“_ilfl‘a;hol) J'= mean

vectoy per ssu on h th occasien for np 11 units which are ¢ommon te h th

~A

occasien and (j h-1) th eccasion. Here

— h,h"l .
% .(j ) = mean per ssu on hth occasion for j th character fer mply ™
units which are cemmeon to h th and (h-1) th occasien.
~ (h-1.h) _fh-1,b) _ (b-LA) (h-l B )
xl' . = xl. . 1 xl. . 2 o o ¢ 0 0 & 1‘ . mean

vector pér ssu en (h-1) th occasion for np '11 units which are common te

(h-1) th and h th eccaaien.

Hére -glfl?;l,h) = mean per ssu on ( h-1) th occasion for j th character
for np 1, units which are commen to hth . and (k1) th occasion.

Putting (5.1.2) In succession In (5.1.1) we will have unbiased linear estimate

of u characters at h th occasion as

h-l _ L
éxh-i’l'hi))J +q b3 “) e iL3)

The variance of this , for large pepulatien at both stages (l.e. ignoring

fpc at both stages ) will be of the form, -

h-1
V(E ®) )=Av(?=‘,_“(h) ) A +-a) £ % a L) v (3, B Haealy
- h-i h=i- =
+Q[_V(§ ( : 'il‘)),,,v(x (h-i-lh-i) _/ Q'_/Q'__/(I-A)

h 1,
+(I-A)Q (‘(1). ) Q' "1 IA)'+z(1—A)[_ = Q* L(I—Q)

i
cov (3, &Y, ";1“’ ) +Q ( Cov (‘il‘h . i) A
-cor (5 (et 2 T2 W) 7 00 7 ad .2 ea)
"z Q“‘l Cov (% .(h-i..h-i-l) % (h-i-l.h-i)) Q,(m) 7
v h-1"b-1 ' (h-i) — (B~ hej-l
@-a)+20-2 /= = al(1-9) [ cov (" g )

iz j=o

i
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- Cov (3 (h-i) % .(h-J-lah—.i) 7' 7oAy -20-a)
- B h-; o Cov 3 (B-d,h-1-1) g (ReiDibod) ) Q)T )
J 20 .« L4
1#5 _
_ h-1 hal . () na! = N
vae-n) 2 2 daacerts w5 (1arat Jeay
130 j=0 lo L] *
i#j Qoo(50104)

.In further cases also we will assume populatien to the large on both stages.
‘ = @) A1,44) :
Snce X e xl are havng same set of pn 11 units cemnmon, hence

we can always use the appreximatien ,

Goe (3, B, 3 oty o Gebhete) |
Gov (ﬁ (h-i'»l) ;1- (B<i-1),(h-1) eV (h-i-1,h-i

)= ‘xl ) and
Cov (=, (h-1) ;:hvi-l »h-) )= Cov (%, (h-i-l) _ (h-l) )

Beil) v
“Gov (3, | ( ) 3 fh §,hsi-1) ) = Cov (%, (h_i h-i_l) 5 (h-i-1, +h-1) )

" Putting these in (5.1.4) we have

viz ® ) =AYV (X, (h)b3@+(xm)o Ty, yatt (1ay
van) 3 dt g, (- ”(x-m' at 7 (1-a1)

h-z
- (h-1),h-i-1)
+( 1-A) z @ (v (= ) Q!
Lh-f“ L O xA1

7 at _7@-an
-(I'-A)L EQ“'IV(xl (hllhi)

l(iﬂ) _/ , (x - A.) '
b2 h-2

204) [z 3 /folaw) [ Cev(xl (hd) "1 (hefuboy-l)
i=0 j=o **
j wjel.hef) - -
- Gov (x 1. (a4} . (Bejbhd) ) 2 O 7
_ h-2 b : _
[z ay (I-Q)CW(x {b-1) b X M ) - Q Cov (x X (h'i-l):'il (1))_/
i=o . .o
h-2 he2
Qb7 @ay r2@a 3 2 & (12) coviig BV % 0D gty
ise j=o

13 (I-A)' .... (5.L.5y
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These cevariances ( ;n 5,1.5) will be mere if h-j greater than x.
Since (rtl) th eccasien and first occasion are net having any cemmen
unit, further covariance bétween (r+m+l)th dccasion and first eccasion
' is assumed to be zero due to censiderable tirha lag bétween these
occasiens. As in Chapter 1V, here alse we can put |

Slz(h)* szz(h) ;

~ apd-s® on,
nq nql

= (h)
ML TR
further we can }p’pu;

o2h) sl?‘(h) + sz(h) / 135 in Chapter IV,

Putting these in (5.1.5) we have

v ( z.'.‘h)

. |
) < S Ay ) gl <Y i xay

h‘l ) 'i
+ (1-A) iz Q! (1-Q) 2&——o ‘ (1-Q) ' Q" ( 1-4)*
=@
h-2 Yh+i-1,h- i)
i+l o
- (I"’A) E Q ;"P

- h—?. he2
+2(1-4) [ E Z Q' (- /[

341
Bn-i, (h-j.h;.tl)) J a Uy (1-aY - (1-4)

‘a'(“l) (1-A)"

(h -i,hej,h-j-1)
np

heZ h=2 g ie . e
T g qlit) J&:L.h..i_lb.(h_i'_lu_lll.___ qlith) (1-A)" +

‘ae jﬂa np

173 |
hr2 Plh-1-1,1 v
+z(r-A)z/_(ra) Py . . q (w ) _ 7

h-3 h-2 B ,
Q®Vay s20ay z z o (1. k)

i=e j=e ) _ np

17
(1-Q)* Q'i (1-A) ' ceene (5.1.6)

We can put (5.1.6) as
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V(?i“(h) ) = A %1 Al + (1-4) _%% (1-a)" ceee (5.1.7)
where A3 = az (h)

and Ay = sum ef terms with }/np as cefficients in (5.1.6)
Minimum value ef matrix Q can be get frem D;gAé /QQ =0
Puting minimal value of matrix Q and putting A%, = ANz AYa

and
N¥g =(1-A) 4, (1-A)'/n we can put (5.1.7) as

vix ™. ¥, /9 + g /P ceee (5.1.7a)

for eptimum value of p we minimise trace of variance and covariance

matrix ( A’;/q +A:, / P ) sewe will get eptimum p frem equation

ote-( pA*,/a + . /p)/ P =0

¥ % _ §
The value will be P =/ tr Xy / € trA'y +{{rA§ )

Hence we can put p =Py in (5.1.7) then we will have
- (h) A3 ' A -\ .
Vix ) =A oo A + (1-A) ( 4/np9)(l A) ...(5.1.7b)

where qo = (l.p o )
we can find eptiinum weightage factor matrix A from eéuatien
DV(x (h) )/ QA = O.
From above equation we have A' = pg/qu 3 AVAWA )-1A4 cee (5.1, 8)
Hence we have

V(x_()) =A, D4 A'y/ nqo +(I-A)(A.4 npé(I-A )'

. . (5.1.9)
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Particghr Cases

2, Sampling ever twe sccasiens for u chavacters(h =2)

‘Putting h =2 in (3.1. 3) ‘estimate of papulatien mean vactar of u

characters at second sccasien becemes;

IR 3, P aaaly “) T @) x 1)) sr-a)a-0)
. - @ (5.2.1)
Putting b =2 in (5.1.6) we get
(2) 2(2) i) aX?)
V(% Ty= 2227 avr(-ala &S R -AHL-ANI- Q)
) . nq
Q1)
(1-Q)'(I-A)" + (I-A) Q (1-Q) 5~ (I-R)'Q'I-A)!
o12.1) al(1i2) .
+ (I-A)(ZI‘Q) Q! (I-A)"(I'A) Q **;*—PMQ'(I"A)'

+ 2(1-A)(1:Q) £ ¢ p(2.Q12) Ymp - B(2,(12))/np Ja (l-A)’

G-I (3,021 /ap @' (1-A) + 20-0) 11 —LJ-—

«Q “-(-l _/ Q' (1-A)' + 21-A)(1-Q) —-(L"‘L-— (I-Q)'(I-A)'

..... (5.2.2)
In thé same way (5.1.9) will reduce to
v(?in("‘) )aA'(Zxa/nq‘)A"i-(I-A‘) ;%4:(1—,&0)' e (5.2.3)
where 4 = a?(2)
and Ay = sum ef terms with 1/np as ceefficient in (5.2.2).
Here p, s\f_t;'ﬁ,‘ /(\/E—r Z% +/ tr 34 ) . ceen. (5.2.4)

: -1
A'OS(PG/Q’As +% ) A4 . . E R B I S (502.5)
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3. Sampling ever h eeé:éshnif'r a single character

The estimate can be medified frem (5. 1. 3) censidering all
vectors and matrices as scalars.

Putting a = 1 the estimate of pepulatien mean at h th eccasien beceames,

_ _ hl , _ e 4 Bt

"(.l?) “‘xz(h_)_ + (1-a) E_aqi L (1vq) Xy (h 1) +'<a(i"l”(h Lh--1) )
_ (hei-1,h-i)_ o

"L 7+ ¢ x W e (8.3.1)

and variance of this estimate is

~ 2(h) 1 h-1 .
V( x (8) )aaz anq +(1-a) q>(b-1) f.’._...l..). +{1a)yt = qz“(l-q)z
.- np ize ]
k-2 |
2 sz oMM (29 S

np 129 :
h-2 1(h-i-1,h-i) h-2 h-2
)tz M2 T saaef 3 n qUHH)
i=e ize jze
i#)
- Bnet, (g mge)) i e e L
(-q) £ ap '- - T 4
h-2 h-2 e vaep s
e £ m g W) PR £y ) )
i=o sz b np
‘ i#j =@ B2 e B |
-2 B(h-i,1 (hei-1,1) -
2(12)? 1 = [(-q) ‘L;;")"" -4 " np <
i=o
h-2 h-2 5
120-0)2 2z q*l(qp foclbdd) Ceeeaes (5.3.2)
ize j=o np
In the same way (5.1, 9) will reduce teo
v( ;. '(h) ) = a 23 +( lcao)z Ax/ Bp, . . (5 3.3)

° .mq
where 43 = -, a?(h)
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and &, = sum of terms with }/ap as ceefficient in (5.3.2)

Herep = \/Az /(‘/Zt‘;i- f_z_f"; ) (5.3.4)
and q‘ wl-p‘ -
and ,aaeﬁ/(p'/qﬂ A3+ﬂ) ... ({5.3.5}

4. Sampling over twe eccasions fer a single character

Putting h =2 in (5.3.1) estimate of populatien mean at secend

occasien becomes,

=) & a ;zf.” #(l-a)q('"ilfl.) + ;1 fZI) ."’;l (12 ))+(l—a)(l—q)xL(z,
: ... (5.8.1)
Putting h = 2 in (5.3.2) we have
vrf.f’) ) = ( 1-a)? 9--£—-’-—+ (1-a)? g2 +(1.a)2(1-q)z “1(2’
12) «H?)
H1-a)? g%(1-q)* S i) g (2-9) ~ (1-a)?
11,2 B2 af -
. np? v20-a)20qla £~ ( (:lp)) o, (1,2)) 7
+ 2(1-a)® g (1-q) pm)
- @)’ % B (G 02) Vap
e g —— )-i,— 3‘1-&) (l-q) BlZ/nP - i..(5.4.2)

In the same way (5 3 3) will reduce to

v( ;' .(z’ ) = a: Aq / ng  + (lda)z A / ap_ - .(5-.4.3)

where A3 = »uZ(VZ) '

and A, = sum of terms with 1/np ae cedfficient im (5.4.2).

Here | | . “ . '
po 3‘/ &4 /’(‘/A.g + ‘/ E& ) «ie (5.4-4)
9g *1-p, |
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S / 4 -s oo -3
ap = A, /(B JT, &y 44, ) (5.4.5)

~

Note: - Estimate for change and everall estimate are obvious and
can be easily modified from above estimates. Hence they are
net put in the thesis.

Further Cons ider:{ﬁgp

6 5. Change in sample size - Jn soms cases we may be required to
i.m;rea-e or decrease sample size, due to high varjance or due te invely-
@t of mere cest in survey than moeney sanctioned. In such a situation
estimatien precedures will become quite cumbersame fex sampling plan I
and sampling plan I, but far sampling plan III we ca;z make any change

in o unmatched pertian of sample at any occasjen and increase the
precisien er decrease cast ( 28 may be £z: demand ef situation under
cnmideratien): Frem this we can very well canclude that sampling plan II
is more flexible than sampling plan ] and II.

6. Estimate of variance . In the abeve discussed estimates i.e. in

Chapter IlI, IV and V estimate ef variance can be-easily obtained by putting
the estimate for each cempenent of variatien.

Say for exampls, we had

vE .(h) ) = gl‘(h) / 5p + s;(h) /opk. .o (5.6.1)

New we knew that §1 <10y Lo M) g 3 ln) L)

( ignering fpc) . Putting these in (5.6.1).we have
VR ®) )= 0,5/ .. (5.6.2)

4

1f we considexr a finite pepulatim. than we have .
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| B b 11 I(n)
vix (h))=( ‘;1;““1{;)51”*( 1 )5,
. . (5.6.3)
In this case we will hive
i(h Ih
Sa( ) szz(h) and 31%() ”ll(h) - ,_1_1___ _ __1_1‘__‘ )le(h)
Hence we hive " ;2w
‘ () 1 1 I(h) i S S B
V(& ) = { —- =)+ L N
2. P N .. .(5.6.4)

we can substitute these estimates of variance for different comgponents,
in variance of estimates considered,and can very easily write estimate
of variance.

7. Unequal lgcgnd_stajg units: In previcus cases dealt with , we have

cmfid,e:&ed equal second stage units in a given primary stage units.
Usually th%s is n@t| the case with pepuhti@s enchut ered in practice.

In a situatien where number ef secaend stage units in given ps u'; are
diﬁ'enn&wg will draw a sample with general rotation pattern en success -
‘{ve eccasiens with np psu's retained and say in 4 th psu we enumerate

11 units of which 1»11 unit are kept same as in prebieus occasion but IZi
uaits are rétated in such a way that Vlzi srfori=1,....,N. In this
cage all cempenents ef variatien eoatrtbu‘t?.ng to the tetal variance will be

medified . The medificatien can be illustrated by taking one of the
(b)

components of va;iance, by say V('x",_. S )
“ 1(h 1 1
New we had in (5.6.3) v.V(xx“(h)) z(‘;l';‘ - _%-. )s, ) 4 ( -1-1—- -3
szl(h)

ap
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In this case we will have
N

_ ) 1 1 1(n) 1 1 1
Vi )=y T T)s‘“ Y T 131( L Li)
1(h
SZif ) e (5. 7.0)
where
Ih) 2 .
Sgg = = xij -J&.) /L‘ =X, S

here L. i.ie: total
number af sdu's in i th psu.
The estimats of vaviance in this cage, ¢an ilse be get in the
manner discussed in 6.
8.. Three Stage Sampling
Upte now we have considéred only twe stage sampling design
but if we are having, say, three stage sampling design the abeve schema
can be still used afior slight medificatien. In this case we shall keep
or replace same first and second stage units but at third stage we will
eelect units by genera] rétatien pattern, The estimate will myodiffy as
fellows.
Fer simplicity we consider three stage sampling. kasikn with
equal number of secend stage units in first stage unkt s and 8lse we
assums that we have same number of third stage units in all secend stage
units . _
Let us aasume that pepulatien censists of N psv;"s and in each psu
there axe M ssu's and in each ssy we have L third stage units. Let us
assume that we have drawn a sample cansisti.ng.ea n psu's and in each

psu we enumerate m ssu's and in eahh ssu we enumerate lksu's . Using
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same netation as 'm\previaus cases we can medify all compenents

- (b
of variance. In case ef variance of x, (B) maedificatien will be

b ' 2(m) , 1 1
V(Eza.,).) '('nlﬁ’— lf)sl()+(m M)
< 2(b)
8,2) r o, s ’
nq +( 1 - L ) nmq svds (5.8‘1)
N )
where PV < L & 5 . ® oy

I T B . M

2 N 4 jd M-1
, (r) ) _,
and g2 | 1 g Z‘ zL (( ik~ . )
3 - NM | § x L-1
and estimate af vaii;ﬁco of (5.8.1)is
—. {b) | I | aw) 2 1
VR, U ey Ry e T )
-—-..5-—--+ B -~ - >
Ng 1 L NMg

o cere (5.8.3)
In the same way ahér'cﬁémpenenta of variance ¢ould be modified, This

ceuld be very easily generalised to t stage sampling design.



CHAPTER V1

~—A_GOST FUNCTION FOR TWO STAGE SAMPLING DESIGN

C\:a\t\and ’otl:er reaourrcesvavaﬂ able for cellection of data 4n the
sample survey, largely influence the sampling design, and determination
of sample size andits distribution,

In large scale surveys , we cannet fiud exact value for different
cesfficients of cest function , but we can give some estimates for costs’,
whic¢h will be encountered fer diffe'rent operations. These estimates may
neot be satisfactory at micro«level, but they should be useful at macro-
level.” The sampler should either find accurate macro-level estimates of
different coefficients or he should use some approximate value for different
coefficients to aveid canfusion during the survey. This will be very clear
from following consideration.

For exa mple, we take the case of travelling cost in a au'h‘rey.
conducted by seme organisation. Now, in this case enumerators may use
different means to travel upte the experimental units and back, as a
result ef this , the costs encountered will be different from enumerator to
enumerator. But this type of difference can be manipulated by fixing some
upper limit, for travelling a given distance.

These days, use of electronic cemputer for apalysks of large
scale survey data has become very common. Every estimation procedure
takes different amount of time for programming and calculations, based on
type and pumber of calculations to be performed on computer.. Say for
example, we take the case of calculations to be done in simple random
sampling , ratio estimate and pps sampling,. We can very easily éay that,

simple random sampling will take least time for programming and for
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data analyhh\dp e—om\puter. ratio éstimate will be more tims consuming
fhan simple raﬁ’dom -sampling and pps will be most time consuming than
the ether ez;tirnates éiscwasq&.

Further, during a ‘amvéy » we may be even find some change in
travellh;g cest or in any ether cost, which we might not have censidered
during plannix:g. Theséd are some very difficult preblems , whi¢h are
not usually taken into account sue to practical difficulties.

- Inthe present investigatien, we will study aspect of minimia ing
variance fer a given cest ( i.e. fund sanctioned ) ,» based on some appro~
priate cost _fl‘xnction, There is one serious draw back &n any coat study
related to " suceessive s;\mpling". i.e. time - -~.d interval is very large,
due to which, coefficients i‘@r different operations involved in the survey
tend to change , as a result of this, we may be even cdmplelled t6 change
values of differ;nt coefficients from one occasien to ancther. Practically
itis very difficult te make a cost study taking these things into censider-
ation , though attempts could be made. )

In the present investigation, a coat study in ! suceessive sampling'
using two stage sampling design:- for the three sampling plans dscussed in
Chapter III, IV and V has been made . The ceefficients for different costs
involved in the survey have been assumed ta satisfy fondwixig assumptions.
1. .Travalling coat is proportional te distance travelled by enumerator,

and it is same for all enumeratora ( even if at macro-tevel , it'ie

proportional to distance travgelled by enumerators, than also our

problem is net affected, as total travelling cost will not be affscted).

2. Computatienal cest of the survey comes undex fixed cost, and has
been assumed te be independent of estimation precedure.

3. Inthe time, during which the surveys%endncted » costs involved for
different operations of the survey do not change. In addition , these
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o3 costs.gemain same frem one occasion to ancther.

4; Costs involved fer different gpesabimsin a survey, are independent -
of quality of work dene by enumerators.

Theseé four assumptions come under only ode assumption i.e. .
during the survey { whether over one or h ac¢asiens) average cest ( or
tetal cost or cdst at macro-level ) for different opérations® do not change
This may not be a relasilic assmPg‘tién in suecessive sampling , but we
usually use it for practical convenience. In atwe staég sampling design, ;
we eﬂc;untera* J followings costs:
1. Total cost and fixdd costs.
2.  Costs'thit vary in proportion to the number of primary units in the
3, éi:lgzl.mt vary in propextfm‘x to the numpber of listing unite {n the

sample,

4

Hence , taking these things into ¢ msideration, an appropriate
cest function for the three sampling designs discussed in Chapters I,

IV and V fer the figat occasien, can be put as

W . e &l 4
cl) - ¢ +C B+ Gp+En/T 5 C,n/T) +¢,nl 4+ Cyn1, ..(6.1.1)

where
c®) = Total overhead cost of the survey { inclusive of fixed,
ovewhead , . expenditure at headquarters, and on the
maijntenance of computer, etc., )

C' = Total fixed, overhead and expendifure at headquarters and
as such is indepéndent of sample size and sampling design.

C =will depend on the distance to be travelled between first
stage units. If n fi¥st stage units are selected, total
distamace to be travelled in one round will be approximately
equalto (An )1 Z, where A is the area to be covered, If
there are R rounds then

Conl/z = R (At)l/z

C‘l is the average cost per fsu, included in the sample and includes fhe



cgst of selection of first stage unit, locating it, listing etc. _

N -
G, will depend on the distance-to be travelled between secend stage units
within first stage units. If l‘lsecond stage units are selected within n

first stage units, tetal distance to be travelled in one round will be

2

2 approximately equal to n( K 11)1/ z. where A is the averagearea ~

te be cevered in one psu. If the¥e are R Ssunds then
Con1Y? = mn(X 11)1/2
C4 is the average cost per second stage unit included in the sample and
includes the cost of selection of second stage unit, locating it, listing
eic.
From above cost function we find that on second and following
occasiens, we will not spent money on selection, identification and

listing of retained psu's, and retained ssu's within retained psu's as a result

of this, cost function on second occasionwill be as given below

c@) zc +C_y/n +C;nq +czq/T;+ €, n/ 13 + C; ng 1,
+Canql, + C3npl3 ..... (6.1.2)
This -ia due to the fact that accerding to our sampling plans, we are
selecting nq new psu's, 1, new ssu's in np retained psu's. It is obvious
that in only new psu's new ssu's will be selected.
Hence, total cost of survey for first two occasions, is got by

adding (6.1.1) and (6.1.2) , s0 as & result of this, we haee total cost

involved in the survey for fiyss two occasidns as

(1+2)
C =2C'+Zci/n+¢'1(n+nq)+zc 2/, +2C,n/1
{ aV g7t 2
+ cs(n+nq)ll+63 ¢ning) 1, +C3nplz eeee. (6.1.3)

for sampling planIp =ny /n,
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gjggzehadp+q a1 forall plans ) -

\\\_

-

.- np¥nq =n

as a result of this, we have (6.1.3) as

~,

gim) = 2C" 4 2C o,/n +2C;n.+ 2C,n/ Y, + ZGZn,/ 1, +2C, nly
+ ann;z - np(C1+C311) ' _ seree (6.1. 4)
In the same way, we will‘have ~tatal cost for h occasions ( by

adding costs from first te h th occasion ) as

(1+Z+. e v e s +h) - ] n ~ ; . .. S
cY_ «hC'+th/n + hCln+hCan,/;11+hCzn./ 1z
thCynl -chsnlz -(h-l)np(C + C, L)
ceces {6.1.5)
since C'is not depending on sampling design, we can take it on left hand

side, and will use following cost function,

C==hCo/n+hCn+hCzn/11+hczn/lz+hc3n :

1 1
+ - (b-1 + .. (6.1
hGnl, - (a-) np (€ +C.l) (6.1.6)
where c=clivz+e. ... #) - hCt

we can put any variance, covariance matrix of x (k) ( for different

sampling plans discussed ) as °
. (h A A A A A
v )= 3, 4 5 , .6 7
L ] np np‘H

(RN} (6.1‘. 7)
where 4,, zi . As . Aéfsl ate sum ¢f variance, covaridnce matrices
with coefficients 1/np, I/npil. l/nplz. 1/nq, 1/nql respectively.

Now, we are required to find optimum value only for four sca}\i‘-'s.r. ,

n.p.ll.lz, which, we cannot find uniqubly by using different equations of

variance, covarbhce matrices. Hence we either minimia: ¢ trace of (6.1.7)
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or generalised variance of (6.1.7) for a given cost. In the present case
we wiff&?ﬁafds; minimization of generalised variance only, the same

will be applicable, ‘'when we use trace instead of generalised variance,

We hade generalised variance of (6.1.7) as

s \ _ desl, el [24] . |2l . | 44f
( X, ) np nply nplz .nq nql |
. vene. (6.1, 7a)
Here 1 =1, +1
172 2 a
‘ 1 1 1
Hence, we canpux -lé—?l .__2.‘.;,,_....2 - .
. nal q11 y 142 3

since in our rotation pattern we have 12/ 11 as legs thanor eyqual to ene,

hence we can approximate 167} / nql by the expression

_._.L‘éll ~ QA"hg IA ﬂ 2 ( ignoring 13»/ 11 and highey
qul1 ::qux nql 3

terms ).

¢, Putting abeve expressjon in (6,{1. 7a), we have

S T -0 R -V R V- B -V I - B LY
‘V( .o * np Bl aply * nply +t nq + :).ql1 - n‘;fza
) . ,+ )A’z(;gz . s
‘ nq113 (6.1.-7b)

Py o
In furthey azcnsaion in this chapter, we will not put 11 bracket h\ﬁ&i’ﬁ be
understood that bracket \ \is there, and also it will he undezatbod:tl;at we
are dealing with generalised vaziance { unless oilkerwise statedy,

From (6.1.7) and (6.1.6) we find that we bave to minimise

the function, ( for h th occasion)

)



F = % ) + L LA --——---f2
np . ::xpll np!.z ng nqll nql )
Aq 10
+ — + A hCDJTi» hCin + hC,ny']
— ng B

hCy “/Ta +hC, nl, + hC, al, ~(h-1) np

(g +Cy 11) ..... (6.1.8)
In multistage sampling design using t¥rial and error methods, we usually
get fairly broad optinum sample size, at different stages , Though it
serves our purpose but for accurate work we should find optimum sample
size, after minimising the function F.

In practice even in second case, optimum sample sizes, at
difforent stages is in fractions, as a result of this, we have to approxi-
mate number aof sampling units to be enumerated at each stage. This
reduces its utility to nearly of same order, as that of trial and error
methed, but optimum sample size at different stages, is less broad.

Differentiating F partially with respect to n and putting

aF/an =0 we get

- 2 2 /nay. 3
Ay mp +8y/nply + Bg/upl, + A [nqlp- A, [/ nqlf + 4, %/nq)

h —
= A ( c;” Vg +hCyn +hCzn,/,1_1_+hCzn\/ 1, +

hC, nll + hC3n12 - (h-1) np ( C1+q311) cere. (6.1.9)
Putting (6.1.9) in (6.1.8) and the n differentiating (6.1.8) partially
with respect to p, 1,1, ( after putting q = 1-p) and solying these cuy

equations ( for a given yvalue of h, only) we get optimum values of 11' lz.p.n as



11(°) = ['/,;:/A., t4 A, -4)+al4 A -4 /A7 -10 2

2 2 : . s 3 A A .
+GE ( Ai/ A7‘.+6A5 104, ) +G (6\4 + 6 394&5)

—— n
N
e

- 9a* Sg L /L9 2 G4+10A3 G -44 g+ 4 - &Ae)_!
Py
2 ceess (6.2.0).
2 4
where G = (& « A, /3)+(19 &,/ 8 <, - ~ - 1) (6.2.1)
5 4 5 4 2
2748
iz(°) z= G 1‘@) cr. (6.2.2)
1
o)’
A ey a4 g ah R,
........ (6.2.3)
2 .2 /2 - .
e L ® S “(‘,“) hc::? , ceres (6.2.4)
2A
where
Y 1) +10, /1,09 +nc;1(0) +ngy o) |
-(h-{) p(ﬁ) (c1 +c3,11(0) ) eee. (6.2.5)

Using estimated value of ‘AS\‘ \A4\. H. \Aé MA7 we ean
find optimum sample size.

Note: - When we are using trace V ( X ‘(h) ) /V (;.(%1) )/ will be

replaced by V trace V ( ;. .(h)‘ ) [_-sim:e trace and deté'r;ninant are

having same additien praperty _/



CHAPTER VII

~—ESTIMATION OF VALUE OF NON-RESPONDING UNIT3

~
™~

Sampling and nin~-sampling errors are responsible for lessening

-,

the yreliability of results derived from any sample survey. In sampling

over successive occasions, we encounter non-response ( a part of the -
non-sampling errors ) more‘often than what we encounter , when a survey
is conducted only once. The reasons for this are well knewn. In case of
surveys invelving multi-character estimation in successive sampling,
non-response by respondent’s are of following forms:

1. Non response by respondentscover all occasions for all characters,

2. Non respnnse by respondents over all occasione for same of the
characters,

3. Non response by respondents after k th occasion ( say ) for all
characters,

4. Non-response by respondents after k th oceaaion( say ) for some of
the characters..

Out of the these four cases, we can very well infer 'that for
case 1l it is very difficult to estimate or say anything about non-responding
units, except in very restrictive models as developed in Bayesian'é
decision theory. In other cases, here is an attempt to give an estimate
of non-responding unita. This type of estimation will hold true only
ufder the following assumptions:
(1) Characters udder study are high¥orrelated with each other,

(ii) Listing units under investigation continue to possess at least same
set of characters from occasion to occasion.

(1i1) Advancement of technology etc. has got macro-level effect over the
pon-responding units. By this we mean that, if on an average ( say,
for example) consumption of chemical fertilizers has gone up then
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consumption of fertlizers for non-responding units will also increase.
Thia type of assumptkons maj not appeal when glancing the non-
~_ _ reaponding units at micro-level but at macro-~level this type of assump-
\m"my be quite satisfactory due to aggregation of errors of opposite

sigds. ’

Method of Estimation " - Lét there be a set of highly correlated

5

characters x SRy »x under study for which estimate at k th

1
occasion:( utilising the information upto and including k th occasion) be ™

xl(k). xz(k). ceease ,xu(k).

size n. Let for (k+l) th occasion the cofresponding estimiates ( utilising
k+l)

Let these estimates be baged on-a sample of

the information upto and including (k+l) th occasion ) be xl(
xz'('kﬂ). ceee .x;u(kﬂ) and the estimatés df correspoénding change ( from
k thto (k-t-l) th occasion ) be dl(kﬂ), ceces du(kﬂ) . Let these estimates

. of (k+l) th occasion be hased on a sample of size n, for characters with
partial Tespdnse and for other characters sample size is n ( for simplicity).
Here o, is less thann. As a result of this we are required to estimate

the value of n--n1 units for which therq is non-response ( for some or all

characters).

1. Model (a) : Let the vector at the k th occasion ( for characters under
study )be x(k) and vector at (k#'-l) th occasion be y(k"‘) ( for characters to
be estimated, and estimate of difference vector at (k+l) th occasion be
a5, ¢hen |

Jk1) o (k) 4 glktl) o (ki) oo (7.1.2)
where E ( ¢ (i) ) =5 and E ( elktl) ¢ (kH1)* ) =diag.( TR TIEEE .o-uu)

This model cannot be utilised for estimation of value of non-

responding units belonging to catégory 2 since in this actual value of

character at the k th occasion should be known.




Case3 . - We can estimate (n-n,) umits fram

— -
§letl) o~ B4 glet) a2, am .. (7.1.2)
aft (2344 y ’
Here x (k) s the actual value ‘of vector at k th occasion for nl*l th a
1+

unit and .d(kﬂ) is the vector of change based ,on‘nl vnits, i.e.

(%) = () ’ (ix) beeres X (k) !

U (% (ap) " 2oyt ) Wy ) )

alerl) o al(wlf ' dz(kﬂ)! ______ a Sk y o

and W (k+1) (x+1)
Mtl) o )y . '
y”m C M) xz(n{* ) ) o) )

d=Ln,....., n-nl
y‘kﬂ) is the+fector of estimate of u characteras for n1+i th non-
nyH

responding unit.

Now mean of these non-: responding units
LY > n.nl )
¥ +
R
=l B H
or

7 (k#1)
@(k"‘l) = T x(k) + 4

1=l
oov () .

fo-n,

1 - Ay gER) . (k+1)
(aon) N ) 8 v(d )
. .
Since.in all cases we are deaung/popmtiona  which are large in sizd,

hence SZ(k)

LV Eylt) ) s + v px (1) | x(k) )

ne-en
Sz(k') gB(k+1) ge'(k) zps(k"'l)sl(k)

"' —pp—————— + -

neny n ) n

-
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The only difference betwéeen Sz(k) and Sz/(k) is that they refer to sum
M‘l&? matrices for unit with different means. As usual s2(k) etc.
are ux u'\ma\tr;ces\ .

Hence ~ .

' k+l Sae,
V(&) ) --—————+az(k) 2 + o214 —~ Z—--—-—Ps( Do) >
S B! By ny
. (7. 1.-4)

Case 4. - In this case let us assume ( for simplicity ) that first v
characpers are recorded but there is non-response for last u-v
characters by n-n respondents, then also we can estimate thase u-v

characters by the formula,

(k+1)
Gnlﬂ = ;&1(:;) + d(kﬂ) i :1,3....,n-nl e..(7.1.5)
where
(k) i , e =) '
T g o)
H(k+1) = x(kﬂ) se s o sensnen . X (1?".1) !
Y:nﬁ'i) ( v+l (niﬂ )] u(niﬂ ))

and  alkt) o () g0y
- et )

variance covariance matrix of (7.1.5) cdn be estimated by the method
similar to that discussed for case 3. It will be of form similar to
that of (7.1.4) , with the only difference that it willbe u-vxu - v
variance covariance matrix.

Lo <
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2. Model (b): - Let ::(kﬁ) be the mean vector based on ny units

at (kt+l).th occasion, then we have

———

~

N \r;(m) < U (i) L)y

where p li;n E (¢) —> ry and E ( ¢¢') = diag ( « LS TYREERL )
nl—em ‘ N

Here

Y#(k) a (W l xl (k) wz/x* (k) se s s w“/x #(k) )'ﬂ ”

aslkH) x*l(kﬂ), xlltl),. x*u(k“) )!

) (), 0, )y

\frhere w1 +w2+......+wu =1
Case 2 In this case also we assume that we have to find an estimate
for last u-v characters for (n-nl) units, then we estimate them by the

formula

fetl) x?,(k+1) ( y*(K) x((:f)i) ) i=hesse, @) .. (7.2.2)

where (nlﬂ) ' Kol §
- Al S
wnlkH) o alietl) (k) | e(kA)
(vil) vi2 u
x(:;);ﬂ) =(x1(221*1}' xz?;iﬂ) seaaeesey x‘:’((lz)lﬁ) )
and y* =(w,/ xl*(k). ' wz/x*z(k) pesonan . W s;‘*(k) ) where W ,W,,.., W,

are constant weightage factors and are so chosen that variance is minimised,

' M
further,E( wizlando<wi <1, ¥=1,.c...,v.
(e S
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Now ‘
) LT S s el) ( MM )/
\;:\\ ia (yH) iq. * (ny+)
ylktl), =-.xt(k*l) (e H5) . corn (1.2.3)
but we lgve

Now we bave |
v(w x#l(k) ""'(f“) /ﬁ*(k) ; vz(k) x:,v(l:;x) /xz*(k)+ ......... )

v
- (k) _4(kt1) (X) L (k
¢ g Lo (1 20D ) con (10, g ).

()+v(*(k 1)
b qH

« Qov (ASi ’ +V (x*i(k) )+ V ( xj(k) )._7
M (k) K K
+ 13 JF:}I Wy Wy [_ Cov . (x , x*j( ) ) + Covf( x*i(k). Xj( ))
A v2com. (0, el

- 2Cov (=, (“) ) + 2Cev. (M), x*‘k"‘))
i i vH

‘ZCGV. (. *X* (k)’ x*(k+1) _:7 LI I ) (7. 3. 5)
b vt ' '
In the same way we can find other elements of variance, ceovariance

matrix of V ( x*#(%1) ( ye(k) 4(k) ) )and thus we will be able to find

variance, covariance matrix for non~responded characters 'unl er study.
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. Case3. . In this case also we estimate value of non-responding units as

9:. (k"'l)‘ - x*(gﬂ"‘l) ( y*(k) x(k)(nl+i ) ) { = 1' Zoeeos ,n-ﬁl (7:2 6)

— (nl-i-i ) )
wh? B ‘
At o (g (k¥)  4(kH) RO (3 VY
Y(nlﬁ ) %(nlﬁ) ?—(nlﬂ ) ﬂ. (nl +i) N
(k) o ( x*l(kﬂ)’ "*zﬁﬁp’ e "‘*u(ku’ )" ‘
e (W, 2D
(By+1) ( J‘l(nﬁ»i) ! xz(:}lﬂ y 't * ®uln ) )
and '
: y*(k) = (wl/x* (k). wz/x* =) ..., wn/x’ﬁ (k) )
a
also Z w =]
i=l

" varjance, covariance matrix of vector x*(kﬂ) ( y*(k) x(k) ) ¢an be
found by procedure simildir to that used for (7.2. 4)
Case 4: - Here also we will deal with)situatlon similay to model (a) case 4.

We estimate value of u-v characters for n-n_tnits from formula

N 1
x (k41) ) (k) (k) -
- Y(nr!-i) = (y* nlﬂ) ) o 4 -1,....n-n} eee (7.2.7)
where '}(k #) (k+1) AlkH) URIRR- L5 Y IR Y
(n,+1) "*1(“1*1) v+2(n, +1) ufn, +)
w(ktl) oM} ge(eny .  x+(EH) ) .
v+l v+2 u
(k) (k) (k) '
x(nlﬂ) = xl(nl M) ' g +) )’ and



y*(k) = 3 (wl/x* (k) Wz/x*z(k) peeenn , .wu/x*(k) )
also u
—— z w, =1 -
\'\izx\ ’i

™~
. variance covariance matrix of vector x'*(kﬂ) ( y*(k) (k) ) can be

found by the procedure similar to that used for (7. 2. 4) .

Optimum Constant Weigl;iage factors . - They can be very easily estimuted

from equations OV ( x#(kH) ( y*(k)x(k) ) ) /9 w = 0,1=1,... .u(orv))
and they can be substituted in vector r y2(k) to get an estimate of value of
non-respibnding units. |

3. Model C . With naotations similar to those for model b, we have

model C as

/}\,_(11:4»1)2 wr(B41) 4w () L yel®) ) 4 cons (7.3.0)

7

—
where E (4 =Q and E(ee') = diag ( LT IRCERRL s )
Here also W is a constant weightage factor matrix.
Case 2:~ In this case also we are dealing with situation similar to that

for case 2 model(l), Here we estimate (n-nl) units by the formula

f)\r(k‘ﬂ.) = x#(k'f-l) + v( x(k) - v#(k) ) i=1,2,.. ,(n-nl) . .(7. 3 2)

{a,+) (2, +)
where
(k+1) (k+1) (x x(kﬂ') 1 s
= ( x X ﬂ)- seo vy )
Y (n1+1) vﬂ.(Pl'*'.i) WZ(Dl"’i) u(nlﬁ)
xolktl) o (geulltl) | u(ktl) , x* (1) )!
v+¥ v+2 u

1
= (e 19, w0 coe By

‘ » Z s e o0 00 ']



(k) a/ -y k) < (k) (k) -
x (nl-}i) ( xlinl'f'i) Z(nx‘ﬁ) prertee 'xV(ntii) )
“ligfﬂjj i=2l,..u-v,j=1,....,v —
\'4 ~ T~

= wij = l\.'\and these constant weightage factor lie between zero and one.
i=l '

., n-n .
Now y&H) o p1 (k) |, 1 ) = x¢(KH1) 4w ( (i) _ye(k) ) o
i=l n1+i)
. (7.3.3)
Hence

v (Y5 ) o v (k) y oo (0 ) s w V(y*(k)) Wi-2W

Cov. (x(k), y’t(k) yw! eer {i.5 (7.3.4)

¥ (ylet)) ) = 7 (o™ yowd0) worw ¥( ye ) wooaw
Cov.( &(K), ye(K)' y e ee..(7.3.5)
where |

v( y*{k) ) =is v x v variance covariance matxix.
Sowme Us e *avotk.q(« wAes e ﬂi’zy_zweab}o VXYW Lotrantomce nalries

Case 3: - Inthis case alse we estindate non-respending units by the

formula
) LB gy (W9 @y, L (30)
(“1"*) €, 4)
where
Jet) | () 1) L LY

(nlﬂ) l(ul'ﬂ) ’ xz(nl'i-i) ’ ) u'(nl +)
(&) (x*l(ki-l) , x*}z,(kﬂ) ,

. o) (k) (k) L 8 )

(8, +) T epn) 7 Talagey Ve (a,+1)
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k k) - -
y"(k) ==(x*(). x*() pose e X¥ (k) ) and W=/ w,  _/i=1,...,u
1 2 u i
- j =lesses
u
where w's are constant weightage factors such that = w33 =1,(i =1,..,u)
j=l

(3 =1,...,u) and ()<wi_.1 < 1 and are so chosen that variance covariance
= ~TTT— _ —
matrix becomeés minimum. -
~ T
Here also estimate of varlance covafiance matrix is of the ferm shown
in (7.3.5) but with the differente in order. The order of this variance e

covariance matrix being u x u.

Cage 4. In this case also non-respondents value can be estimated from

9&::3) = xsl®H) 4 "(k()nlﬂ) -y+(®) ) 1=12,...,0-n ... (7.3.9)

-

TR o) L (kD)) D),
(n, +) villngH)  v4+2(n, +) u(n, +H)
(k41) _ k4l k41) |1
wn(ktl) (x*(vﬂ). x*(::;) ,......x#(n“) )
® ) (k) Wy
x( (x . xz( ......,xu n1+i)
R, +i) l(nlﬂ) R, +)

(k) () (k) (k) wa 7
y* = ( x““1 X, .xu* ) and W=/ ¥y /
i=1,.....u .j=1....u~v
where w,.'s are so chosen that V ( y(kﬂ) ) is minimum and are such that
u Y i

jzz:IWij 31. 8nd 0 <Wijq ( izlpcc . .g*V ) .

Here also estimate of variap,ce covariance matrix is of the form shown
in (7. 3. 5) but with the diffdrence in order. The order of this variance

covariance matrix being u x u.
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Optimum constant weightage factors: - Optin'mm values of wij 's 4

are obtained from a set of linear equations generated by’

(M Jow =0

NOTE: (A) Before putting this type aof estimates for-any non-respandents,
%m\ve\“"shoulg enquire from enumerator, the cause of nonresponse (or

enumerators should be instrugted v to write the cause of nen-respense

in schedules prepared for recording data) and should also enquire thap

non~responding units is still in our picture or not. If the non-responding™

unit is not in picture we should not put such an estimate. This can be

illustrated with the help of following example.

Forexample, consider a survey involving, use of different
fartilizers , different technical machines and multi crop-cutting experi'—
|

ments in India. We should make it clear from investigators { or from

schedule ) that the non-responding cultivatorﬁ")is cultivating his land or

not { since cultivator will use fertilizer etc. only when he is cul;:ivating

his land). \ ‘

{B) In same survey any one or all types of nm-reapépsps can occur.

In that case the value of non-<responding units can be estimated by grouping

them based on type of non-response they pessess and then estimating

thént using any ene or all models (\as the situation may demand),



CHAPTER VIII

AN ILLUSTRATION

For lllustration, data of Intensive Agricultural Diatrict

N

Programme for District Aligarh, collected fram year 1962-63 to

196465 was . studied.

~
-t

The Intensive Agricultural District Programme popularly
known as the " Pacl;age. Programme " w;as developed on the "0 -Peint..
Pilot Programme". It involves the selection of faveurable areas with
maximum irrigation facilities and minimum of natural hazards,
providing simultaneously all the essential elements, such as full
supplies, credit, etc. needed to increase agricultural production.

With this view = State Governments selected the following districts

for the implementation of the programme:
1. Thanjavur (Madyas)

2, West Godavari { Andhra Pradesh)

3. ~ Shahabad (Bihar)

4.  Raipur (relse Pradesh)

5.  Aligarh ( Uttar Pradesh)

6. Ludhiana ( Punjab)

7. Pali ( Rajasthan)

Of the districts selected by the first seven States for implémentation
of the programme, four are predemidantly rice growing viz., Thanjavur
(Madras), West Godavart { Andhra Pradesh), Shahabad (Bihar) and
Raipur ( Madhya Pradesh), two wheat growing viz., Aligarh ( Uttar
Pradesh ) and Ludhiana ( Punjab), and one district, namely, Pali(Rajasthan)
has preponderence of millets and wheat.

Between Aligarh and Ludhiafa districts which are predominately
wheat growing areas, the former has a much larger size having 17

Hoecks and a gross cropped area of 5. 34 lakh hectares as compared to
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Ludhiana which bad 9 blocks and a gross cropped area of 3.41 lakh
hectares. Ludhiana, however, had a much higher proportion of assured
irrigation (58 per cent) than Aligarh where irrigated ayea was enly ! 43
\ﬁei‘i cent, In Aliga‘:r!z. wheat whichis mostly irriga;;ed yields on an average
of\ld quintals per hectare and bajra, the most important kharif crop
yields less than half of this quantity. In Ludhiaria alsa yield of wheat was
moze or less the same as in Aligarh. The large variety of crops grown
in these two districts make faym planning rather difficult:) To avoid thi:s
difficulty, only area udder wheat, together with , rate of sowing, green
manure, farm yard manure and other organic manure was studied. All
these five characters have been considered as main characters uider
study. No study of use of chemical fertilizer could be made since very
little chemical fertilizer was in use at the time of intreduction of this
lprogramme. The data collected for Bench mark surveys under the 1.A,.D.P.,
for wheat only, from year 196263 to 1965-66 was studied, The sampling

design of the survéy ia as follows:

Sampling Plan: - The sampling plan was suggested by I.A.R.S. and was

based on stratified multistage random sampling tecknique . A zone
consisting of 2 to 4 blocks gonstitutes a stratum. A village and a culti-
vators holding in the village were first and second stage unita respectively.
From the whole population about 100 villages were selected and from

each selected village eight cultivatars' haldings were convassed every
year. Sampled cultivators in a total number of 24 villagés selected on
first occasion were kept fixed for convassing from year to yeax. In
addition, a fresh sample of about 76 villages was selected each year

from thesevillages which were not selected on previous occasion and from
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gach selected village eight cultivators were canvassed in order ta
keep sample size same on all occasions.
Before the start of Intensive Agrii:ultural Distriet Programme,
T “Aligarh was comprised of 6 talukas and I, 746 vhlage{ covering a geo-
grapﬂba}axe; of b out 5 thiousand sq. kms. and was delir;xitéd- into 17
community development blocks. The population in 1961 w;s of the order
of 17.65 lakhs which indicates a density of about 351 persons per sq.. ki
Abeut 84 per ¢ent of thé population was elassified as rural. The distgj.ct. _
was seyved by 648 kma. of main roads and 850 kms. of artevial roads .
About 47 per cent of the roads were kutcha and 288 kms. of arterial
roads weré suitable only for fair weathdr transport. Two railway lines -
one broad and other meter gauge of about 64 kms. - intersect the di strict.
1. Tables 8.1.1 to 8.1.4 contain estimates of mean vector for years
1962-63, 1963-64, 1964-65, 1965-66 respectively, along with their
variance, tovariance matrix witheut using the knowledge of any other
year. The sampling plan used was Two-stage rotation pattern, after
considering the 24 retained villages along with retainad cultivators
as population to be studied. The sample selected was of 10 villages
with four cultivators selected in each viltage by general rotation pattern.
Since the sample size ( :as far as Aligarh is concerned ) becomes very
small and it can not be a valid estimate for Aligarh. From these tables
we find that area ufider wheat increased from year to year, which means '
that cultivators were interested in increasing their wheat yield and for
thf;lt reason, they might have started growing wheat in more area. Rate

of sowing increaged from year 1962-63 to 1963-64 considerably but after=
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~wards increase’in rate of sowing was not much though area under

: wheat increased considerably. This may be due to the fact that

Irrigation and knowledge of techniques of scientific cultivation became
more pobular , which might have resulted in reduci;g vauge ideas in

the minds of farmers, that if, they sow more, they will get more yield.
The use of green manure increased considerably from year 1962-63 to-
1963-64 due to the fact that 1962-63 was'the starting year of "package
programme® and as a result of which cultivators in 1963-64 might have
tried to use knowledge given to them in 1962-63. The use of green manure
reduced a little bit in 1964-65 and thep it increased a little bit in 196566,
The average consumption of farmi yard manure remained very low through~
out all years but average consumption of other aréanic manures incrdased
considerably from 1962-63 to 1963-64 due to the fact that farmers carried
out instructions given to them in 1962-63 in next yeay i.e. 196364, The
average use e of other organic manure per cultivator decreased considerably
in year 1964-65 and further reduced in year 1965-66 as faymers were
getting more encouragement and intehsives for using chemical fertilizers.
2. Tables. 8.2.1ta 8. 2. 4 centain the estimates for years 1962-63,
1963-64, 1964-65 +, 1965-66 reapectively, ( without using the knowledge of
of any other year) ahngv;hh their variance and covar iance matrlx;
efficiency matrix as well as efficiency of geneéralised variancé with respect
to corresponding estimates of sampling plan 1. Fyrom this also trend of
different components of mean vector was found to be of the form discussed
in 1, but for generalised variance and efficiency matrix ( in most of the

cases) it was found that sampling plan II is rhore efficient than sampling plan I.
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3. Tables 8.3.1 ta 8.3.4 contain the estimates of mean vector from year
~{1962-63 to 1965 66) respectively ( without using the khvwledge of any

other year) , ala;é with their vdriance covariance matrix, efficiency

matrix and efficiency of géneralin-ed variance with respect to correspond <.
ing estimates of sampling plan I. From these-tables also, we find tyrend |
of different components of mean vector to be of the form similar to that
in ¢ase 1. But for generalised variance and efficiency matrix { in most
of the cases ) sampling plan IIt is more efficient than sampling plan 1.
Comparing the respective éfficency matrices of different yeais of Tables
8)2.1ta 8.2.4 to those in Tables 8.3.1t0 §.3.4 we find that samplg plan
III is more efficient than sampling-plan I even. From this we conclude
that for the independent estimates of mean vector evdry year, sampling
plan I is mest efficient among the plans discussed for the data used.
4. Tables 8.4.1 and 8.4. 2 contaln estimates of mean vector for year 1964-65
using the knewledge of previtus year 1963-64 and previous two yeara
1962-63 and 1963-64 respectively, using sampling plan I for drawing sample.
Looking on their efficiency matrices ( with respect to independent estimates
of variance, covariance matrix given in tablee 8.1.3) and efficiency of
generalised variance in sampling design !, we find that they are considerably
less efficidht than the independent estimate for year 196465 using sampling
plan I. Further estimates using kmlédge of previous two occasions was
less efficient than the estimate in which only one previous eoccasions
information was utilised. Table 8.4.3 contains modified estimate for year
1964 <65 utilising the knowledge of following yeay, 1965-66. This estimate

was als o('in most of the caaea} less efficient than estimate éealt with, in
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—~Table 8.1.3, but this estimate was found to be mare efficient than those
‘dealt intables 8.4.1and 8.4.2. Same type of trend was shown by
gstimates ( similar to these in 8.4.1 and 8.4.2 but under sampling plan 1
in tables '8.4.4 and 8.4.5. The estimates dealt in table 8.4.4. and 8.4.5
were more efficient than the estimates in fable 8.4.1and 8.4.2 ‘teapectiw;ely'. ) |
Madified estimate utilising information of the following eccasion is given
in table 8.4.6. It was found te be more efficient than estimates given kom
8.4.1t0 8.4.5 but this was also less efficient than the estimate dealt in
table 8.]1.3. Tables 8.4.7and 8. 4.8 dealt with estimates similar to those
in table §. 4.1 and 8.4.2 respectively but for sampling plan Ill. These
-were found te be slightly more efficient than estimates dealt in table 8.4.4
and 8.4.5 but they were also less efficient than estimate dealt in table
8.1.2 . Modified estimate ( under sampling plan Iil) utilising information
of following Qccasion was found £0 be. slightly more efficient than estimate
dealt in table 8.4.6 but this waa alsa less efficient than the estimate dealt
in table 8.1.3. This happened due te the fact that chayacters under study
had lew correlatién among themselves and from tne year to ancther. The

estimate of correlation matrix £or year 1964-65 was of the order.

1.000 0.152 0. 351 1 0.002 -0.162
0.152 1.000 0.398 0.006 0.031
0.351 0. 398 1.000 0.016 0,041
0.002 0.006 0©0.016 1.0600 0. 461
-0.162 0.031 ©.041 0.461 1.00Q J

5. Tables 8.5.1, 8.5.2, 8.5.3 contain the estimates of change in mean
vectors from 1963-64 to 196465 together with their variance and co-
variance matrices using sampling plan LII,III respectively. Tables 8.5.2

and 8. 5.3 further contained the efficiency matrix and efficiency of genaraliéed




T3 s
variance with reapect to estimate of table 8.5.1. In general , for
change, sampling plan I wag fowdd to he more efficient for the data used.
6. The study of coat and non-yegponse could not be'made on the data
used for illustration, since it was not satisfying assumptions underlying

the type of data ' to which results of chapter VI and YII could be implamaented.

NOTE: - Mean vector contain the following characters in the order, given
below ( in all tables) , Area under wheat { cents }, Rate of sowing
(kg/acre), Green manure (kg/acre), Farm Yard manure { quintals) and

other organic manures ( 10 kg/aere ).

b W
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¢

ESTIMATE OF MEAN VECTOR FNR YEAR 1962-63

86.92
35,98
62.76
e 21
5,14
VARIANCE COVARIANCE MATRIX FOR MEAN VECTOR OF YEAR 1962-63
1364.78 88,471 -8,48 -3.61 -45,81
88,41 62,74 144,27 1.21 19.36
~8.48 141427  6941,43 38,40, 121.41
"‘3.61 1021 3.84 1;01 ?036
-45,81 19436 121,41 2436 49,07

e —— — s . " — - — | " Gt T W W TR T G S . W it ey e D S By B o e iy D S W D s v S GO S S s ey et S W G GV D A W S gt S U S D G A .

Gpheralised Variance =809072,611 A

£y

L.



TABLE 8,1,1

T —" aap -

ESTIMATE OF MEAN VECTOR FOR YEAR 1963-64

— v e e et e A S e e o e e o o b A e mmm e b S e Mt e e a oma T e R e e
pe—femfadi e St - fefef e g -

148 .04

378449

5880.41

T4

169.02

VARIANCE COVARTIANCE MATRIX FOR MEAN VECTOR OF YEAR 1963-64

1441476 451,61 -3602.71 -5,98 51445
451.61 7142 .41 1123,48 5.76 106.73
-3602.71 1123,48 21417463 35.26 5.61
~5.,98 5.76 35,26 3.21 Te78
51445 106,73 5461 778 21.41

- —— L — . — A o~ S -, O T " W W WA s o s P . ot s SOV S B Y D gy T WA WD T U T PO s W s D By SO D T gy P T W G e D D Y W gy o

Generalised Variance = 169854.63/
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TABLE 8.1,3

ESTIMATE NF MEAN VECTOR FNR YEAR 1964-65

2169,.58

571.78

4557 .86

37

e 66
134171 .45 64171 -23121.1? o 24 -131.41
641.71 98,72 5012.34 .51 ~-10.41
-23121.12 5012.34 80191,76 2471 2423
«24 51 2.21 223 ?s16
-131.41 ~10.41 223 2416 2438

| ——————— — — . o— - —— - T o Yt ) W " TS e W e T oy WO S G Gra T T . e A s S T . iy O YD S o s S Sl O s Bt P D o e Wt VD et St S A e Vit st et Wy " d

" Generalised Variance = 2143211.632
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ESTIMATE OF MEAN VECTOR FOR YEAR 1965-66

.t e s o o e o A s o ey T = S o ATt et v b o M Y= T g e mm Mo TR A e s o et o

2326.76

511.71

4641421

«18 7
«16
VARTANCE COVARIANCE MATRIX FOR MEAN VECTOR OF YFAR 1965-66

312112431 -22481,.,61 642121,.,12 71 «82
-22481,.61 6741471 —4282.71 1l.43 71
642121,12 ~4282,.,71 55412.41 l.61 1.72
71 1.43 1.61 2,31 3,28
«82 71 1.72 3,28 5.67

- — T (o S okt iy B U T . Y s T P G Vhmy S ey At Ao A D P U S U s M S W Gy S D G Wt L g SV D WA Gt BAah W Bt W S S S S S G Y G S VT S ets SR o . s

Generalised Variancs = 2571426,827
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TARLE 8. z.l ~-

ESTIMATE DF MEAN VECTOR FOR YEAR 1962-63

88 .94

32.51

60.79

2.18

Telb

VARTANCF COVARIANCE MATRIX FOR MEAN VECTOR OF YEAR 1962-63

1272455 87 «87 -6 o4b ~2.29 -43,78
87 .87 58437 132,16 «03 17,26
~6446 132416 6752435 2493 118.48
-2029 003 2.96 004‘ 1.05
~43 .78 17.26 118,48 1.05 46,08

EFFECINCEY MATRIX WITH RESPECT TO
VARIANCE COVARIANCE MATRIX OF TABLF 8.1.1

o e M e e S G s S T > T P S . P TP WS S - - A AR s T SN S G GNE M S 4D G A S D o e S S B W S B el D it et S Yt W At T W T G it S G T S T e A D sy U

1.07 1.00 1.31 1.57 1.04
1.00 1.07 1,06 40,433 le12
1.31 1.06 1.02 13.10 1.02
1.57 40433 1.29 25,25 224
- 1.04 l1.12 1.02 2624 1.06

" ———— " . W — At P Tty T W g TP WA Sars o T o S e o T R G W Y T S Y T M v S S G W T S ST e e S S W Y G PP G D TS WSS ey ST S . - G g S - e

Efficienc y of generalised variance = 1,08
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TABLE 8, 2.2,

PR h -

ESTIMATE OF MEAN VECTOR FNR YEAR 1963-64

I E 3t it it i i L L

150,28

411.51

5718 .43

2.38

174,04

VARTANCE CNVARIANCE MATRIX FOR MEAN VECTOR OF YEAR 1963-64

1322455 335,51 -3201.58 -4.91 51.25
335.51 T044 ,73 1088 ,56 44,72 106.49
-3201.58 1088.56 19597,35 30.20 4,36
~4 491 44,72 30420 .53 236
51.25 106.49 4436 2436 16,63

EFFECINCEY MATRIX WITH RESPECT 7O
VARIANCE COVARIANCE MATRIX OF TABLE 8.1.7

- - g g ——— T — " S~ M — T _—_ - " T o Y . — " S —— P G S i A ST A s e e T oy G S A e e T St S vt Sed S S . AR M WA S e M S P A A =

1.09 1434 1.12 1.21 1.00
.34 1,01 1.03 1.22 1.00
1.12 1.03 1.09 1.16 1.28
1.21 1.22 1.16 6.05 ., 3.29
1.00 1.00 1.28 3.29 1.28

- o f——— T — . G} S o S VU iy i N e SR Sl Sy Wt T iy e B B e, ot S S e s FVS A e e WS W L ML o iy G VY e M S — O S G U A G @il G S P i S S e

Efficiesicy of generalised variance =1,12
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TABLE 8.,2,3

—— —— ——— ey s

ESTIMATE OF MEAN VECTOR FOR YEAR 1964-65

2178 46

! 568436

4615442

21 !
2.66
VARTIANCE COVARIANCE MATRIX FOR MEAM VECTOR OF YFAR 1964—65

129764 .39 495,37 =-22337.11 e 21 =-121.31
495,37 91.71 1216,82 o4l 8 .84
—22337.11 1216.82 61832,78 o b1 « 78
021 41 <61 +38 «38
-121.31 8.84 «78 «38 B.28

N e A it s i . T T YD WO s s W ety Ul D S Ml W BARD T e WA Pl T s S e W S Aot S i S WP (OB s B VO S . S o T WD Sl s B S WU T ke A A SO M U T S o U S e 4 W

EFFECINCEY MATRIX WITH RESPECT TN
VARTANCE COVARIANCE MATRIX NF TARLE 8,.,1.3

N " S . U T T T T g WS ) T S TS G T T GoD N ot P W G Gt GS e W S et . o S A o D iy e A D o e S Wy Ul W D S0 WD s T VD s A R D ) W s o WO D

1.03 1.29 1.03 lelé 1.08
1.29 1.07 4-11 1.94‘ "1.17
1.03 4411 129 3,62 ?2.85
lel4 1,24 3,62 5.86 5.68
1.68 -1.17 2«85 5e68 28

-y — e sy o WD o s S A i Vo e W e Mo ok Mo Mo W W i oam S USRS i il T S Y e ST G S B G B T Y S G T i S iy . T S s S U i gy b Gy St o

Efficiency of generalised variance =1,06
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TABLE 8. 2.4

o

——— — o -

ESTIMATE OF MEAN VECTOR™ FOR- YEAR 1965-66

2437 .78

528.62

4661.71

14

1.66

VARIANCE COVARIANCE MATRIX FOR MEAN VECTOR OF YEAR 1965-66

296797473 -21497.55 632439,16 o4l 48
-21497.55 5846',69 —~4171.66 43 58
632439,16 =4171.66 28335,83 o7l e 16
o4l 43 71 le&6 1e47
«48 «58 76 1.47 3.56

- — - T T S " o~ Vo Sl DU Al e T i, et i e ot St Y W gt o g W D T S T A e T U e Y it it D s S s B Gt S S S WS s U G B D Bl D T . Gy WD Bkt G Wt g

EFFECINCEY MATRIX WITH RESPECT TO
VARTANCE COVARIANCE MATRIX 0OF TABLE 8.,1.4

e v n S W M T e e e . G W TS, S . A S VD T v T VF Y e Sk S S S M SO G G S Y e Tt GO S A M S ey S fmte YD S e Sy S S o i g o g SP e S et e

1.05 1.04 1.01 1.73 1.70
1.04 1.15 1.02 3.32 1.22
1.01 1.02 1495 2476 2426
1.73 3432 276 1.58 2423
1.70 1.22 2426 223 1.59

- T S ——— — — U —— — T YA o Wt e SN ) s SN s HR S GG G G SR GHS . S SRS e A G LS Ghm S S GRS A D S e S et S G S S SRE et T it D s e S

Effic;e:m;r of generalised varianee =121



TARLE 8. 3.1

ESTIMATE OF MEAN VECTOR FOR YEAR 1962-63

91.56

364,42

63471

51

5.71

VARIANCE COVARIANCE MATRIX FNR MEAN VECTOR NF YFAR 1962-63

1164441 89 .96 -9 .43 4462 -45,87
894,96 6877 151443 2431 2412
~9.43 151443 662166 3.92 13145
~4462 2431 3.92 4471 72468
-45,87 2012 131445 2468 3.79

EFFECINCEY MATRIX WITH RESPECT TD

VARTIANCE COVARIANCE MATRIX OF TABLE B.l.1
1.17 .98 «89 78 «99
+98 91 93 52 9.13
«89 «93 1.04 9.76 52
«78 52 « 97 21 .88
«99 9.13 «9? .88 12 .94

e e " —r - — Y —— T — T — — S~ S oo M T Ly T el T s A D iy S G B S S A e S PR A T T b oy U S VS T o P s W Ui T Wl el S S W T B A WA W i T

Efficeney of generalised variance =1,02
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TARLE 8.3,2

— —— e c—
-~

ESTIMATE OF MEAN VECTOR FOR YEAR 1963~-64

153 <43

42144

6101.48

67

171.39

VARIANCE COVARIANCE MATRIX FOR MEAN VECTOR OF YFAR 1963-64

1231.41 346448 =3417441 ~Te46 56424
346448 T048 478 1091.,76 4492 111.71
=-3412,41 1091.76 18741,46 24426 4453
~T7el46 T 4,92 34 426 6,17 Reb2
5624 111,71 4453 B.42 207,56

EFFECINCEY MATRIX WITH RESPECT TO
VARTANCE COVARIANCE MATRIX OF TABLF 8.1,2

- — o — . "t W T Vo g o | T 7 A A P D iy i S e PN D B S D e O e Wl D . VO U U TS e i S gt T - S W G T o St B ot tay o

1617 1.30 1.05 «80 91
1.30 1,01 1.02 117 «95
1.05 1.02 lel4 1.02 1.23
«80 1.17 1.02 52 92
91 «95 Yo l.23 «97? .10

. s — o ——— o o " T — o Ve e an e G s S S Y Y oy o s S T S R M AL S S S S SO e et S ks . S Sl . S i D G s U P D My S D e WD e B w

Efficiency of generalised variance =1,15
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TABLE 8.3,3

— -yt G

«-

ESTIMATE OF MEAN VECTOR FOR YEAR 1964~65

2214 .73
584461
4667 .87
.21
.36
VARIANCE COVARIANCE MATRIX FQR MEAN VECTOR OF YFAR 1964~65
117123.41 483,46 -21341,1% «31 -131,.41
483,46 87 46 1217 .31 49 9,16
-21341,13 1217.31 51421,.70 1.38 2,76
.31 49 1.38 3.16 2.28
~131441 9,16 2.76 2.28 5446

- s L e e G A A . T Vo S . St Y T e S, LS St S s VA AR L) S ey, OO T R Wt WS SN WO v, L T VA kD S St Sl U D P S U o W W S WS S U DD 2 GO S S s W St oy

EFFECINCEY MATRIX WITH RESPECT TO
VARIANCE COVARIANCE MATRIX OF TABLF 8.,1.3

v S e e B S S S D W " T T S — - drp S D e Sk W Wy TS S ghon g S ity Sy o S T G WA W S ey B Sy S G S I A GATD P ot Ve T T S S ek T B WA YOS Gy S S

l.14 1.32 1.08 o 77 1.00
1.3? 1;12 4‘.11 1004‘ "1;13
1.08 4411 1.55 1.60 «80
o 77 1.04 1.60 «70 « 94
1,00 -1.13 «80 34 43

e Y e e o s e vy e S M A b D L e TR ey ey B S . e et S i i G U G s S M S s A s B GO Gt S O WD D D St St S S Bt o Ve S M R Sl Sk S ) S Y G WP P g W D W

Efficiency of generalised variance =1.16



ESTIMATE OF MEAN VECTOR F0OR YEAR 1965-66

-

2437.76

535.48

4741431

.19

«26

VARTANCE COVARIANCE MATRIX FOR MEAN. VECTOR OF YEAR 1965-66

287426 .64 -22461,61 61213.26 48 1.21
-22461 .61 5846471 -1271.71 ) l.61
61213.,26 =-1271.71 27371.67 le42 276
48 45 1,42 1.81 1.72
1.21 l.61 2,76 1.72 1.40

- — " — —— ——— - TV —— " S — S W ot Voot W T s TP T o gy D A s T U s Gy SV A o e e P YD T U D Sl oy M S S Gy VD SAD Y G St S8 it S Wi WD S S S e st

EFFECINCEY MATRIX WITH RESPECT TO
VARTANCE COVARIANCE MATRIX 0OF TABLEF 84144

1.08 1,00 10.48 1.47 .67
1.00 1.15 3.36 3.17 o bl
10.48 3.36 2.02 1.13 Y
1.47 3.17 1.13 1.27 1.90
,67 A Y 1.90 4,05

Efficiency of generalised variange =1.23
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TABLE 8.4,1

<

ESTIMATE OF MFAN VECTOR FNR YEAR 1964-65

2273 .42
641.31
4712443
1,41
2458°
VARIANCE COVARIANCE MATRIX FOR MEAN VECTOR OF YFAR 1964-65
185213,42 943,79 -16713.,18 1.5? -88441
943,79 1211441 1381,.,49 2,46 -13,28
-16713,18 1381449 24373.61 3,172 5496
1.52 246 3,12 4,16 6429
-88 .41 -13.28 5.96 6.29 Re49

EFFECINCEY MATRIX WITH RESPFCT 70O
VARIANCE COVARIANCE MATRIX 0OF TABLF 8.,1.3

v T . S . T T 0 —— T . . T~ ——— S 4P D WS s o - T — Y Yt Y — - A T T N W S WU Gl B Y W W Wy S G i Y A W T G o o s WS Sty

72 67 1.38 .15 1.48
W67 .08 3,62 e20 .78
1.38 3462 3,29 .70 .37
.15 020 R e53 34
1.48 .78 37 .34 .28
..... s e S i T e e o . " oo . o P g . . o T o St S o S o P A PO S o S W S o AR . W S S S T A S = T S . " b o i S o S S

Efficiency of generalised variance = 0,83



TABLE 8. 4,2

N R Y

ESTIMATE OF MEAN VECTOR FOR YEAR 1964-45

2581476

72146

4269 .47

232

1.48

VARIANCE COVARIANCE MATRIX FOR MEAN VECTOR OF YFAR 1964-65

194212.58 103176 —-12712.36 221 96442
1031.76 1312 .47 1471.64 4427 -21.19
~12712.36 1471464 27495.,64 4,76 5.12
2.71 4427 4,76 321 7713
~96 .42 -21.19 5412 273 2,79

- —— o - 2 " o " VA Tt B T nnt T W o G Ay P S WS S e it g A A Uy M B O A B Wt S Y St . PN G D PR . W S Bt e S S S — G G " o

EFFECINCEY MATRIX WITH RESPECT TO
VARIANCE COVARTIANCE MATRIX (OF TABLE 8,.,1.3

o et T o — o G - —— Y Vot it Dk S T .~ i " " sy S T T Gebt W s W i S G B S AR WSS S e T S S B g S e B St S e e S St s Sate Gkt T A . ot

«69 62 1.81 10 1.26

62 « 07 340 o 11 « 49

1.81 3 .40 2,91 46 o 43

o 10 e 11 046 « 69 79

1.36 &9 o 43 « /9 62
_______________________________________________ o e e s s S St e o

Efficiency.of generalised varianez = O. 79
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ESTIMATE OF MEAN VECTOR FOR YEAR 1964-65

2584 4,76

70246

492 6448

«39

684

VARIANCE COVARIANCE MATRIX FOR MEAN VECTOR OF YEAR 1964-65

174216,61 1132 .78 ~11619.41 3,46 ~78,432
1132.78 1421.79 132173 5.26 -10.19
-11619.41 1321473 25412.71 4481 4eT3
346 5.26 4.81 5.98 3,21
-78432 ~10.19 4T3 3.21 6.76

- i —— o — " ot e s (" VS A g S M o S T o TP i s ot ATy g S e S T ot G T ke W . it T e i o S " p Ao S T R e o S A o S W A Gl S S W S

EFFECINCEY MATRIX WITH RESPECT TO
VARTANCE COVARIANCE MATRIX NF FABLF 8.1.3

.77 .56 1.98 .06 1.67
56 «06 34719 .09 1,02
1.98 3479 3415 045 o &7
«06 +0S e 45 37 67
1.67 1.02 .47 .67 .35
____________________________________________ e e S
Effieciency of generalised variange =G, 86
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TABLE 8. 4.5 !

ESTIMATE ,OF MFAN VECTOR FOR IYEAR 1964-65

At e e e e R S My S A TR PR ATE S e e o e T DD AT e v W TD S e e e S o e e = e

_______________ F==sz==z===z=ossssss==sss=s==
2238446 .
541494
4568492 |
4e36 |
4.83 :
VARIANCE COVARIANCE MATRIX FNR MEAN VECTOR OF YFAR 1964-65
191628,.43 947.78 -11681.4 4471 —98,76
947 .78 142873  1162.43 4492 -11.79
~11681.42 1162443 24916473 5643 6,71
4,71 4492 5«43 8442 7.68
-98.76 -11.79 6.71 7.68 10,41

- —— A — . - ——— " —————— T —_— " v —— " " N . G e T T - mrn ——- U — - - —— — T — — — — " g _— ——_ — — " Y — — o WD HED s g B B > DD P G s S YD s T B P s e D D it S SR i D D s S TS D e D D P D e W W i Gt Wt Wl WD s S GYD W SS o S

EFFECINCEY MATRIX WITH RESPECT TO
VARIANCE COVARIANCE MATRIX 0OF TABLF 8.1,.3

e e e e e e e e
.70 67 1.9% .05 1.33
W67 .06 4,31 ¢ 10 .88
1.97 4,31 3.21 A .33
.05 .10 « 40 .26 .28
1.33 .88 .33 .78 22

[P
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TABLE 8.4,6

— - —— — ——

ESTIMATE OF MEAN VECTOR FQOR YEAR 1964-65

e e R R ey B e

2007 .86

601,34

4223 ,69

4,68

5469

VARIANCE COVARIANCE MATRIX FOR MEAN VECTOR DF YFAR 1964-65

171032,16 1431.,76 -12621447 5.68 ~70.32
1431,76 1164 .47 1231,.,49 10,11 =2).43
=12621 .47 1231.49 26718,71 6.41 592
5.68 10.11 641 10.19 17.78
~70.32 ~21.43 5492 12.78 . 19.76
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TABLE 8.4,7
ESTIMATE OF MEAN VECTQR FOR YEA? 1964=65
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TABLE 8.4.9.
ESTIMATE OF MEAN VECTOR FNR YEAR 1964-65
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TABLE 8. 5.1 5

ESTIMATE OF CHANGE IN MEAN VECTOR FROM 1963-1964 TO 1964—6°
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TABLE 8.5-2 ' ’
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ESTIMATE OF CHANGE IN MEAN VECTOR FROM 1963-1964 TO 1964—65
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SUMMARY
The reliability of any repeated occasion survey is reduced due

.

io marked increase in non-response , which occurs due to increased
bx;rden on some of the respondents. To reduce this defect, in the

present investigatien a retation scheme has been developed to se]:SEt
sample on succ.essive occasions in multi-stage sampling designs. For
this three different type of sampling plans have been developed to estimate
one or more characters at the same time. Using these sampling designs
an attempt has been made to obtain the minimum variance linear unbiased
estimates of:

1. the population mean vector of eharacters at the madst recent occasion,

2. the chaigdn population mean vector of characters from .one occasion
to ancther,

3. an overall estimate of the population mean vector of characters overall
» . oceasions for a dynamic population, and

4. the modified population mean vector of characters of past occasions
using knowledge of estimate of population mean vector of characters
for following occasions, in a two stage sampling .design.

Optimum sample size in different sampling plans for a given cost

( after developiing the appropriate_cost functien ) has also been worked out.

Further an attempt has also been made to estimate the missing value of the

characters of non~résponding units , using the information on previous

occasions and recent occasions, under some restrictions.
For illustration a study of I.A.D. P. data , collected for
Bench mark surveys in Aligarh distkict from 1962-63 to 1965-66 has been

made.
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