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Chapter 2 

CLUSTER ANALYSIS 
Arpan Bhowmik, Sukanta Dash, Seema Jaggi and Sujit Sarkar 

INTRODUCTION 

Statistical science plays a major role in any scientific investigation. Use of appropriate 
statistical techniques for analyzing the data is very crucial to obtain a meaningful 
interpretation of the investigation. Throughout any scientific inquiry which is an 
iterative learning process, variables are often added or deleted from the study. Thus, the 
complexities of most phenomena require an investigator to collect observations on many 
different variables which leads to the study of multivariate -analysis. 

Cluster analysis is an important statistical tool with respect to multivariate exploratory 
data analysis. It involves intricate techniques, methods and algorithms which can be 
applied in various fields, including economics and other social research. The aim of 
cluster analysis is to identify groups of similar objects ( e.g. countries, enterprises, 
households) according to selected variables ( e.g. unemployment rate of men and 
women in different countries, deprivation indicators of households, etc.). Cluster 
analysis is typically used in the exploratory phase of research when the researcher does 
not have any pre-conceived hypotheses or prior knowledge regarding the similarity of 
the objects. It is commonly not only the statistical method used, but rather is done in 
the early stages of a project to help guide the rest of the analysis (Timm, 2002, Hair et 

al., 2006). 

Cluster analysis differs from other methods of classification such as Discriminant 
analysis where classification pertains to known number of groups and the operational 
objective is to assign new observations to one of these groups. Whereas cluster analysis 
is a more primitive tool as in that no assumptions are made about the number of groups 
or the group structure and the grouping is done based on similarities or distances 

(dissimilarities). 

Cluster analysis is also an important tool for investigation in data mining. For example, 
in marketing research consumers can be grouped on the basis of their preferences. In 
short it is possible to find application of cluster analysis in any field of research. 

CLUSTERING MEIBODS 

The commonly used methods of clustering are divided into two categories (Johnson 

and Wichern, 2006). 
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Ctences 

(i) Hierarchical and 

(ii) Non-Hierarchical. 

Hierarchical Cluster Analysis 

1 

Hierarchical clustering techniques proceed by either a series 
of successive divisions. Agglomerative hierarchical method ta of mergers 01 

obiects thus there are as many clusters as objects. The mosts ~- With the ind~ ~' 
'J ' sundar b. IY~ 

grouped and these initial groups are merged according to their simil . ~ ~ects are~ 
as the similarity decreases, all sub groups are fused into a singl 

1 
anties. Evenh~ 

e c uster. 'II(. 

Divisive hierarchical methods work in the opposite direction An . . . 
· IOthal · 

of objects is divided into two sub groups such that the objects in one b sin~e grt)J 
su group 

from the objects in the others sub groups. These sub groups are then furtb ~i 
into dissimilar sub groups. The process continues until there are as man e~ ditit 

as objects i.e., until each object fonn a group. The results of both agglomy su _gr~ 
• erative ~ 

divisive method may be displayed m the f onn of two dimensional diaOT!lm kn 
t)-'l.&UJ o~~t 

Dendrogram. It can be seen that the Dendrogram illustrate the mergers ordivisions iti 
have been made at successive levels. 

Linkage methods are suitable for clustering items, as well as variables. This ~ 00 

true for all hierarchical agglomerative procedures. The following linkage are w. 

discussed: 

(i) single linkage (minimum distance or nearest neighbour) 

(ii) complete linkage (maximum distance or farthest neighbour) 

(iii) average linkage ( average distances) 

d C tro~ Other methods of hierarchical clustering techniques like Ward's method an en 
method are also available in literature. 

Steps of agglomeration in Hierarchical cluster analysis 
·.i.01 ftt . algonu, 

The following are the steps in the agglomerative hierarchical clustenng 
groups of N objects (items or variables). ·. 

unelf11 
. . d an NxN syn 

1. Start with N clusters, each containing a single entity an 
matrix of distance (or similarities) D = {dik}. . rc1uste~- Le' 

. . .1 ) pair o 11• Search the distance matrix for the nearest (most s1m1 ar 
the distance between most similar clusters U and V be duv. (VV). upd91

~ 

m M d cluster o/lJJJIO' · erge clusters U and V. Label the newly forrne ws aod c • ;n8 

the entries in the distance matrix by (a) deleting the rod c0Jum11 giv 
. d' a row an correspondmg to clusters U and V and (b) ad mg 

1 
ters-

th d" .. g C us e •stances between cluster (UV) and the remainlil 



Cluster Analysis 

1v. Repeat steps (ii) and (iii) a total of N-1 times (all objects will be in a single 
cluster after the algorithm terminates). Record the identity of clusters that are 
merged and the levels ( distances or similarities) at which the mergers take 
place. 

The basic ideas behind the cluster analysis are now shown by presenting the algorithm 
components of linkage methods. 

Non Hierarchical Clustering Method 

Non Hierarchical clustering techniques are designed to group items, rather than 
variables, into a collection of K clusters. The number of clusters, K, may either be 
specified in advance or determined as part of the clustering procedure. Because a 
matrix of distance does not have to be determined and the basic data do not have to 
be stored during the computer run. Non hierarchical methods can be applied to much 
larger data sets than can hierarchical techniques. Non hierarchical methods start from 
either (1) an initial partition of items into groups or (2) an initial set of seed points 
which will form nuclei of the cluster. 

K Means Clustering 

The K means clustering is a popular non hierarchical clustering technique. For a 
specified number of clusters K the basic algorithm proceeds in the following steps 
(Afifi, Clark and Marg, 2004). 

1. Divide the data into K initial cluster. The number of these clusters may be 
specified by the user or may be selected by the program according to an 
arbitrary procedure. 

11. Calculate the means or centroid of the K clusters. 

111. For a given case, calculate its distance to each centroid. If the case is closest to 
the centroid of its own cluster, leave it in that cluster; otherwise, reassign it to 
the cluster whose centroid is closest to it. 

1v. Repeat step (iii) for each case. 

v. Repeat steps (ii), (iii), and (iv) until no cases are reassigned. 

Dendrogram 

Dendrogram, also called hierarchical tree diagram or plot, shows the relative size of the 
proximity coefficients at which cases are combined. The bigger the distance coefficient 
or ~he smaller the similarity coefficient, the more clustering involved combining 
unh~e entities, which may be undesirable. Trees are usually depicted horizontally, not 
vertically, with each row representing a case on the Y axis, while the X axis is a rescaled 
version of the proximity coefficients. Cases with low distance/ high similarity are close 
together. Cases showing low distance are close, with a line linking them a short distance 
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c1ences 
from the left of the Dendrogram, indicating that the -

ffi . . d. . 1 · y are a I a low distance coe c1ent, m 1catmg a ikeness Wh gg ornc 
. . . en, the I' . rated 

the Dendrogram the hnkage occurs at a high distan " 111k1ng 1• .'~'oa , 
Ce Coefl, . Inc I t 

clusters are agglomerated even though much less al .k . 1c1ent, ;,.,d, ~ to 1i 1 e If · '' ic,ft' ~ 
rather than a dis_tanc~ mea~ure, the rescaling of the X ax.is 

8 
a_ s,n,;larity ftJ 'na,,. 

linkages involvmg high ahkeness to the left and low I 'k till Produce ea~ir~, 
a ' eness to the / a d1a~411 

Distance measures '&ht. 

Given two objects X and Yin a 'p' dimensional space ad ' . . 
d. . ' iss11n,1 . the following con 1t1ons: ar, ry me-as . 

Ure " 

I . d (X, Y) 2: 0 for all objects X and Y 

2. d (X,Y) = 0 X = Y 

3. d (X,Y) = d (Y,X) 

Condition (3) implies that the measure is symmetric so that th d' . . 
. e 1ss1m1lan 

that compares X and Y 1s same as the comparison for obiect y v X ~ liQ 
J erses Co~ 

requires the measures to be zero, when ever object X equals to ob·ect ,, 
are identical if d(X, Y) = 0. Finally, Condition (I) implies that the~ m · The(b 

. easure 1s 1 negative. 

Some dissimilarity measures are as follows. 

Euclidian distance 

This is probably the most commonly chosen type of distance. It is simply the geocr: 

distance in the multidimensional space. It is computed as, 

d(X,Y)= {I: (X; ->-;)2}½ or 
i= I 

In matrix form 

d (X,Y)= d (X,Y)= J(X - Y)'(X - Y) 

Where X = (Xl,X2, ... , Xp) 

Y = (Y J, Y2, ... , Yp) 
. . of ihc fr1m1 

The statistical distance between the same two observnuons 15 
· 

-----:-.-d (X,Y) = J(X - Y)' A(X - Y)' 
· nce:S . . d covarw . . ,,1 

where A= S-1 and S contains the sample vanances an \\' d~ts 1> 
d froJll ni 

E l'd• . 11 compute uc 1 1an and square Euclidian distances are usua Y 
from standardized data. 
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Square euclidean distance 

Square the standard Euclidean distance in order to place progressively greater weight 
on objects that are further apart. This distance is computed as: 

p I 

d2(X,Y) = {~]X; -Y;r}~ 
i= I 

or in matrix form 

d2(X,Y) = (X - Y)' (X - Y) 

Minkowski metric 

When there is no idea about prior knowledge of the distance group then one goes for 
M inkowski metric. This can be computed as given below: 

p I 

d(X,Y) = (I,IX; -Y;I"'}~ 
i=I 

For m = 1, d(X,Y) measures the city block distance between two points m p 
dimensions. 

Form= 2, d(X,Y) becomes the Euclidean distance. In general, varying m changes the 
weight given to larger and smaller differences. 

City-block (Manhattan) distance 

This distance is simply the average difference across dimensions. In most cases, this 
distance measure yields result similar to the simple Euclidean distance. This can be 
computed as : 

p 

d(X,Y) = ~]xi -Y;I 
i=I 

Chebychev distance 

This distance measure may be appropriate in case when we want to define the objects 
as different if they are different on any one of the dimensions. The Chebychev distance 
is computed as: 

d(X,Y) = maximum IX; - Y; I 
Two additional popular measures of distance or dissimilarity are given by the Canberra 
metric and the Czekanowski coefficient. Both of these measures are defined for non 
negative variables only. We have 

~,X--YI 
Canberra metric: d(X, Y) = ~ (X: + ~) 

Czekanowski coefficient= 1- 21-;,min(X;,Y;) 

f<xi -Y;) 
1=1 
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- RATION Jories, protein, fa~ calcium and iton t" 
fLLllsT ood nutrient data o_n _ ~:e clusters of food nutrient data b8Sed ~ \ -:a 

1,elow is fi . to identify su1ta n ~ 
Given_ ftbe study is d Collins, 1990). 
b·ect1ve O tfieJd an 0 

~ . bles (Cha · . protein, fat, calcium and iron five varia d t, on calones, 
trieot • 

Fat Calcium 
Iron 

Ttble J: Food o~ Protein 

28 9 
~ CaJonet 

food it ~ 20 
2.6 

9 ~ ~ · 21 17 
2,7 ~ 245 

39 7 
2 

15 ~~ 
32 9 2.6 19 H-~ r-+-'!80 22 10 17 3.7 ' 

~
1 

115 20 3 8 1.4 
~' 170 25 7 12 1.5 
' 8 160 26 5 14 5.9 

I 

9 265 20 20 9 2.6 
I 10 300 18 25 9 2.3 
' 11 340 20 28 9 2.5 
' 12 340 19 29 9 2.5 
' 13 355 19 30 9 2.4 

14 205 18 14 7 2.5 

15 185 23 9 9 2.7 

16 135 22 4 25 0.6 

17 70 JI I 82 6 

l8 45 7 1 74 5.4 

19 90 14 2 38 0.8 

20 135 16 5 15 0.5 
~ 

, I 
5 
~ 

200 19 13 -
21 

157 
~ 

155 16 9 -22 

14 23 195 16 JI - 0.7 159 
24 120 17 5 ---=--~ 367 
25 180 22 9 ---:,-~ 
26 170 25 7 

~ LY--27 170 23 1 
Analysis using SPSS 

S1ait by entering the datasheet into SPSS using the steps below. 

Step: Go to file-. OJ>en- browse the datasheet--+ click open or 

Enter aU the data in the data editor as shown in Figure I . 
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~ J ~ I Ptalffl _t!J Calcium l .,., f ... I .., l .. 

~ J J 
4 1 . 
5 ~ 5 

1 

i 

' 9 

10 10 

11 11 

12 12 

:13 13 
i.- 14 _ _ 1-1 

__JL ' 15 
- -16 16 

~11--
11 ,.--- 11 

19 19 

211 120 

3'0 20 21 9 2.6 

NS 21 11 ' 2 7 

420 15 l!l 1 2.0 

375 19 32 9 26 

1• 72 10 11 J7 

115 20 J 8 ,.. 
1711 25 1 12 15 
,a, 26 5 ,. s., 
265 20 20 ' 2.6 

JOO 11 25 9 2.3 

3'0 20 21 9 2.5 
3'0 19 29 9 25 

lS5 19 )II ' 2.4 

205 11 1• 1 2.5 

115 2J 9 ' 21 

135 72 4 25 .6 

711 11 1 12 60 

45 1 1 74 5.4 
,0 ,. 2 31 .I 

1lS 16 5 15 

200 19 13 5 1.0 

..!!!_ f. .. .. ,.., .. .. ... ... 

-- -----

~ 21 

72 - 22 
- - - -----• --

155 16 9 157 1.8 

23= 2J 195 16 11 ,. 1 J 
-- ~ ~ ·=--- -~ - ·- • - ~- __ L __ -----~ - -~~ > ¥¥~ -- ~ - , - ._.._,. ---1~ 

I~ - --- iai SPSS Sl.aslcs Procas« Is 111ady n ! 

? e .,W:HM~~~ , _ · ·· 4 

Fig 1: Screen shot after entering the data in data editor 

Now click Analyze--+ Classify--+ Hierarchical Cluster as shown in Figure2. 

!i-llo.,,&eq- .. ""5Sbti,tio0...fdllo, '-a 
flO ~ ~ ~ i:r- ~ Dllld~ ~ Y... ~ ~ ~ 

-~ ~~ .... • I ~lil -~~ ~~, ~1 

-

I 

RlfOIII ~­
TO!ln !- :lall-

1 1 -a- ; .. ; .. 1 ·~ , -- 1 ..- 1 ... 1 .. - .., ' 1 ,. , ,,_ [ Calor 
I 

g2 =! 
4 

- 5 --~, 
1 - 1 ~=.~ --, 
!I- _ 10 
11 _ 11 
12 - 12 t ~_-:u ,. ,. ci -15 

16 
17~ 17 

-1,__ 11 

_,, 19 

Jii 20 
2! 21 
72 - 22 

I %1 - 23 

r;.-iil!SRil 

Co!!J>lro- . ' .... ~..-- 26 

~LN•llodltS t 2.1 ~-
~ ~-
'-!fllnt• -~ 
Clas~ 

~R-
5(!11 

~T-. ....,.... 
~ 

ll!!llol<R-
1:1 ...... V-.wlpls .. ....,.._ 

eo.,-.-. 
g,,,aic..a1 

2.0 

26 

• J7 ,.. 
1.5 

'I Ill!-~­. ■K-C:0--

t ' lll!L~.:'____- ~ -
fiJ T!"-
11-._ 
■.....;;,;;;.._--

., 
6.D 

SA 

.I 

li!Rf>CC>o!O­--,,-,-i--, 
.5 

1.D 

155 
1,s· " 9 

16 11 

157 ,. 11 

13 

- -- - -----~ - - - - - - ---·- -

- - ----•-- -· --- -- -------

-ue 

~~-

~ e· - - -,~-~ -_ .. '- c •-~ fi:"I - ,, . .. . ' 
]Iii;';.-...,;....,;;,_ I , I f-J 

• ~ .1...,. ; ~·~_' ·. Y _, -...--_ . El ~ "' 

Fig 2: Screen shot of selecting the analysis procedure 

Then Identify Name as the variable by which to label cases and Calories, Protein, Fat, 
Calcium, and Iron as the variables. Indicate that you want to cluster cases rather than 
variables and want to display both statistics and plots as shown in Fig 3. 
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plot 
statistics 

4, and 5 cluster solutio c1· . ns. tck Continue as shown in Fig 4 

Click plots and . d. . · · · in 1cate that - · - I ·u, and 4 cluster_ 
1 

. you want a Dendogram and a verticle lc1cle P 
01 

WI 
so uttons er k C . . · •c ontmue as shown in Fig 5 

Cbck Method and. d' I' clustering, sqna~,..,.10

8 
•c~": tbat you want to use the Between-groups linkage n,~ ... 1 
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Measu,e 

8 1!!19rv.ll. { Squar..a Euell dean cl stance 
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Fig 6: Hierarchical cluster analysis method 

Click Save and indicate that you want to save, for each case, the cluster to which the 
case is assigned for 2, 3, 4, 5 and 6 cluster solutions. Click Continue, OK as shown 
in Fig 7 

SPSS starts by standardizing all of the variables to mean 0, variance 1. This results in 
all the variables being on the same scale and being equally weighted. 

Dendrogram 

IQ 

Interpretation 

The main objective of our analysis is to group the food items on the basis of their 
nutrient content based on the five variables such that food items with in the groups are 
homogeneous and between the groups are heterogeneous. 

15 
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Table 2: Interpretation 

Number of groups Food items 

Two groups 

Three groups 

Four groups 

Five groups 

Six groups 

Group-] (1,J 1,12, ... ,18) 
Group-2 (25) 

Group-I (1, 11, ... ,8) 
Group-2 (17, 18) 
Group-3 (25) 

Group-] (l,11, ... ,20) 
Group-2 (8) 
Group-3 (17,18) 
Group-4 (25) 

Group-I (1,11, ... ,3) 
Group-2 (5,15, ... ,20) 
Group-3 (8) 
Group-4 (I 7,18) 
Group-5 (25) 

Group-I (I, II, ... ,3) 
Group-2 (5,15, ... ,27) 
Group-3 (22,24, ... 20) 
Group-4 (8) 
Group-5 (17,18) 
Group-6 (25) 

- - - - c1enccs 

lliustration (Using survey data from social science) 

l 

Given below is a part of the data based on a study which was conducted to understaoo 
the socio-economic implication of climate and vulnerability of fanners in arii 

ecosystem of Rajasthan by Sarkar (2014). Two districts Jodhpur and Jaisalmerwere 
selected from arid ecosystem and 100 farmers were selected randomly for the Pf'CS(11

1 

study. However, for the present chapter, in order to demonstrate the similaricy in 

terms of adaptive behaviour of the farmers the cluster analysis was perfonn~ 01 

'd . . b . ' d 1 · h ge egalitarianism, cons1 enng vana les like awareness, attitude towar s c 1mate c an , 
risk perception w.r. t. 20 farmers. 

Table 3: Illustration 

Farmers' ID Awareness Attitude 

26 60 
2 18 43 
3 25 67 
4 23 53 
5 20 41 
6 16 37 
7 23 60 

16 J 
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Farmers' ID Awareness Attitude Egalitarism Risk perception 

8 19 41 27 50 
9 23 41 26 64 
10 26 61 37 60 
11 18 48 25 59 
12 26 67 40 67 
13 23 53 35 57 
14 20 41 37 41 
15 16 37 38 48 
16 25 59 38 66 
17 19 40 27 50 
18 23 42 27 64 
19 26 68 36 61 
20 16 42 25 58 

Here, the purpose of the cluster analysis is to group the farmer based on their adaptive 
behaviour so that appropriate action can be suggested for the farmers who are lagging 
behind. Two groups were formed viz. adaptors and non-adaptors. The results are 
summarized as follows: 

Table 4: Adopters and non-adopters 

Groups Farmers' ID 

Adopters 1,3,4,7,10,12,13,16 and 19 

Non-adopters 2,5,6,8,9, 11, 14,15, 17,18,20 

Dendogram 

Dendrogram using Average Linkage (Between Groups) Rescaled Distance Cluster Combine 
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20.00 20 
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1 .00 1 

10.00 10 

19.00 19 
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