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Chapter 2

CLUSTER ANALYSIS
Arpan Bhowmik, Sukanta Dash, Seema Jaggi and Sujit Sarkar

INTRODUCTION

Statistical science plays a major role in any scientific investigation. Use of appropriate
statistical techniques for analyzing the data is very crucial to obtain a meaningful
interpretation of the investigation. Throughout any scientific inquiry which is an
iterative learning process, variables are often added or deleted from the study. Thus, the
complexities of most phenomena require an investigator to collect observations on many
different variables which leads to the study of multivariate analysis.

Cluster analysis is an important statistical tool with respect to multivariate exploratory
data analysis. It involves intricate techniques, methods and algorithms which can be
applied in various fields, including economics and other social research. The aim of
cluster analysis is to identify groups of similar objects (e.g. countries, enterprises,
households) according to selected variables (e.g. unemployment rate of men and
women in different countries, deprivation indicators of households, etc.). Cluster
analysis is typically used in the exploratory phase of research when the researcher does
not have any pre-conceived hypotheses or prior knowledge regarding the similarity of
the objects. It is commonly not only the statistical method used, but rather is done in
the early stages of a project to help guide the rest of the analysis (Timm, 2002, Hair ez
al., 2006).

Cluster analysis differs from other methods of classification such as Discriminant
analysis where classification pertains to known number of groups and the operational
objective is to assign new observations to one of these groups. Whereas cluster analysis
is a more primitive tool as in that no assumptions are made about the number of groups
or the group structure and the grouping is done based on similarities or distances
(dissimilarities).

Cluster analysis is also an important tool for investigation in data mining. For example,
in marketing research consumers can be grouped on the basis of their preferences. In
short it is possible to find application of cluster analysis in any field of research.

CLUSTERING METHODS

The commonly used methods of clustering are divided into two categories (Johnson
and Wichem, 2006).
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(i) Hierarchical and \\

(i1) Non-Hierarchical.
Hierarchical Cluster Analysis

Hierarchical clustering techniques proceed by either 5 Series of

of successive divisions. Agglomerative hierarchica] Method sty me?
objects, thus there are as many clusters as objects. The Mot Sim“‘:lth | ndiv.g
grouped and these initial groups are merged according to thej, similalzt(_)b ‘
as the similarity decreases, all sub groups are fused into a gjp gle clug rles. Ve

I

Divisive hierarchical methods work in the opposite direction, Ay, initia) ;

of objects is divided into two sub groups such that the objects iy - Singl
from the objects in the others sub groups. These sub groups are thep, fughg:d-
into dissimilar sub groups. The process continues until there are 5 Many g Iig
as objects i.e., until each object form a group. The results of both agglomerafj
divisive method may be displayed in the form of two dimensional diagryy kﬂou::
Dendrogram. It can be seen that the Dendrogram illustrate the mergers or divisionsg

have been made at successive levels.

Linkage methods are suitable for clustering items, as well as variables. This is
true for all hierarchical agglomerative procedures. The following linkage are

discussed:

(1) single linkage (minimum distance or nearest neighbour)
(i) complete linkage (maximum distance or farthest neighbour)

(i) average linkage (average distances)
) , ok
Other methods of hierarchical clustering techniques like Ward’s method and C¢?

method are also available in literature.

Steps of agglomeration in Hierarchical cluster analysis )
thm ¢

; . 1o algor
The following are the steps in the agglomerative hierarchical clustering &

groups of N objects (items or variables). "
N
i Start with N clusters, each containing a single entity and &9 T
matrix of distance (or similarities) D = {dik}. - of cluste® L
ii.  Search the distance matrix for the nearest (most similar) P2
the distance between most similar clusters U and V be a V) Uy Hl:
1ii. Merge clusters U and V. Label the newly form ed clustf;s and COI%
the entries in the distance matrix by (a) deleting the :;d colum”

. 1 w
corresponding to clusters U and V and (b) adding 2 r:;)lust"’s'
the distances between cluster (UV) and the r emaining



Cluster Analysis

iv. Repeat steps (ii) and (iii) a total of N-1 times (all objects will be in a single
cluster after the algorithm terminates). Record the identity of clusters that are

merged and the levels (distances or similarities) at which the mergers take
place.

The basic ideas behind the cluster analysis are now shown by presenting the algorithm
components of linkage methods.

Non Hierarchical Clustering Method

Non Hierarchical clustering techniques are designed to group items, rather than
variables, into a collection of K clusters. The number of clusters, K, may either be
specified in advance or determined as part of the clustering procedure. Because a
matrix of distance does not have to be determined and the basic data do not have to
be stored during the computer run. Non hierarchical methods can be applied to much
larger data sets than can hierarchical techniques. Non hierarchical methods start from

either (1) an initial partition of items into groups or (2) an initial set of seed points
which will form nuclei of the cluster.

K Means Clustering

The K means clustering is a popular non hierarchical clustering technique. For a
specified number of clusters K the basic algorithm proceeds in the following steps
(Afifi, Clark and Marg, 2004).

1. Divide the data into K initial cluster. The number of these clusters may be

specified by the user or may be selected by the program according to an
arbitrary procedure.

ii.  Calculate the means or centroid of the K clusters.

iii. For a given case, calculate its distance to each centroid. If the case is closest to
the centroid of its own cluster, leave it in that cluster; otherwise, reassign it to
the cluster whose centroid is closest to it.

iv. Repeat step (iii) for each case.

V. Repeat steps (ii), (iii), and (iv) until no cases are reassigned.

Dendrogram

Dendrogram, also called hierarchical tree diagram or plot, shows the relative size of the
proximity coefficients at which cases are combined. The bigger the distance coefficient
or the smaller the similarity coefficient, the more clustering involved combining
unlike entities, which may be undesirable. Trees are usually depicted horizontally, not
vertically, with each row representing a case on the Y axis, while the X axis is a rescaled
version of the proximity coefficients. Cases with low distance/ high similarity are close
together. Cases showing low distance are close, with a line linking them a short distance
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from the left of the Dendrogram, indicating thay they 4.

a low distance coefficient, indicating alikeness, Whe, J] ag‘glomCr

the Dendrogram the linkage occurs at a high distance 'c ¢ linkj,

clusters are agglomerated even though much Jegg alike ‘)lcﬂic.:em‘ » oy,

rather than a distance measure, the rescaling of the x ax'i fa' SiMilgy;, g

linkages involving high alikeness to the left and |y, al :;:lll pmduCcW "
i,

g
g hnc (’:‘

Distance measures

Given two objects X and Y in a ‘p’ dimensiona] Space, a djggjp-
the following conditions: " Milariy Measy,

1. d(X,Y)>0 for all objects X and Y
2. dXY)=0X=Y
3. dXY)=d(Y,X)

Condition (3) implies that the measure is symmetric so thg t
that compares X and Y is same as the comparison for object Y verses x iy
requires the measures to be zero, when ever object X €quals to objec \ ?;:n,”
are identical if d(X, Y) = 0. Finally, Condition (1) implies that the mea\;ure ;ﬁ
negative.

he dissimilyry,

Some dissimilarity measures are as follows.

Euclidian distance

This is probably the most commonly chosen type of distance. It is simply the gee
distance in the multidimensional space. It is computed as,

A= 3, -ryyt

In matrix form

d(X,Y)= d(X,Y)= W)

Where X=(X1,X2,...,Xp)

Y=(Y1,Y2,...Yp)

.. S ot'(hc‘ forn
The statistical distance between the same two observations

s and covariunccs.

p?
from v

Where A = S-1 and S contains the sample variance

- 33 ulcd
Euclidian and square Euclidian distances are usually comp
from standardized data.
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Square euclidean distance

Square the standard Euclidean distance in order to place progressively greater weight
on objects that are further apart. This distance is computed as:
/2 1
eXY)= QX -¥)"
i=1

or in matrix form

d(X,Y)=(X-Y) (X - Y)
Minkowski metric

When there is no idea about prior knowledge of the distance group then one goes for
Minkowski metric. This can be computed as given below

d(X.Y) = {ZlX Y|'"}'"

For m = 1, d(X,Y) measures the c1ty block distance between two points in p
dimensions.

Form =2, d(X,Y) becomes the Euclidean distance. In general, varying m changes the
weight given to larger and smaller differences.

City-block (Manhattan) distance

This distance is simply the average difference across dimensions. In most cases, this

distance measure yields result similar to the simple Euclidean distance. This can be
computed as :

P
d(X,Y) = Z=:.|X,~ ~Y)|
Chebycheyv distance

This distance measure may be appropriate in case when we want to define the objects

as different if they are different on any one of the dimensions. The Chebychev distance
is computed as:

d(X,Y) = maximum |X, - Y|

Two additional popular measures of distance or dissimilarity are given by the Canberra

metric and the Czekanowski coefficient. Both of these measures are defined for non
negative variables only. We have

Canberra metric:  d(X, Y) = i < (X, + Yl)

2imm(X,, Y)

Czekanowski coefficient = 1- _i=1

ﬁ:(X. ~Y)

i i
i=1

11
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strient data on calories, protein, fat, calciyp,
n o identify suitable clusters of food nutrient ¢,

and irop
@ bage, 5

¢ data on calories, protein, fat, calcium ang iron

"l

Table 1: Food nutrie F
Calories | Protein | Fat
Food items 0 20 L
1 245 21 17
2 420 15 39
: 375 v | 3
: 180 22 LI
p 15 20 2
- 170 25 A
s 160 26 5
- 265 20 20
10 30 = =
T L i =
12 340 2 =
13 355 19 il
¥ 205 18 *
T 185 23 e
6 | 135 2 c
17 70 11 I
18 45 7 l
T 90 14 .
[ 20 135 16 5
|2 200 19 3
2 | s 16 9
23 195 16 11
24 120 17 5
;5 180 ” 9
6 170 2
27 170 2§ 17
Analysis using Spgg
Start b :
Sy (}Yo“':“ﬂng the datasheet into gpgg using the steps below.

Enter al] the g,

ﬁle-o
- OPen— browse the datasheet— click open or
n the data editor 5 shown in Figurel.
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{3 " [OoaSe0] - DM SPSS Stasics Dot Eor R (=10 .
e EM Vew Dua T snaige Addons  Window Help
- ~ -
ErCL R T ] n ﬂﬂ BadE 498 % -
= ) B o [\isible: 6 of 6 Vaniadles

—JTm&iqulmFlCMh‘n‘wku-w[wiwf»i\vrﬂzﬂéw

1 1 0 2 = 9 26

2 |2 s 2 0 s 27

3 |3 2 15 39 T 20

4. Wi s n ® s 26

5 5 180 2 737

3 6 15 2 3 8 14

T 7 i) % 7 7 15

s 8 160 % 5 u 59

s 9 25 20 2 3 26

010 300 8 2 9 23

"noon M0 20 2 9 25

7 n 0 19 2 9 25

n B 386 19 3 9 24

" " 205 1’ u 7 25

B 15 185 23 9 s 27

% 16 135 2 4 % 6

[LANR 7 "o ® 60

[ ' T " 54

TR %0 u 2 3 8

2 2 135 % 5 15 5

2 pal 200 19 13 5 10

2 9 B

23

Fig 1: Screen shot after entering the data in data editor

Now click Analyze— Classify— Hierarchical Cluster as shown in Figure2.

3 “Untitied] [DataSerd)] - IBM SPSS Statistics Deta Editor

fle EM Vew Daa T Analyze L Graghs Umites Add-ons Window Help
Reports » : e A
S W~ CELEERFTFLE

'_EH,@L!?,_“ Descriphve Staisscs b | LS B 2=y Q‘ ‘% _
R Tables » )
m Compare Means pivn] @ P w F w | var var w | wm var >
[ ! GeneralLinear Model  * 26
i
| 2 __I2 Generalized Linear Modets » 27
T tiized Models ’ 20 B
| 4 4 ik ¥ 26 B
I s 5 R : 37
|6 3 : 5 14

7 7 o Po1s
s s Nowal et ) S,
" ° 9 Cuassity ¥ | B TwoStep Cluster_
| 10 10 Dimension Reducion 4 - 54“-& Cluster
TR Scate * " [ aerarchical Chister._
Y 2 Nonparametnc Tests ’ B
i n ) Forecastng » -
I M Disciminant —
[ u u Suneat » =
| 5 15 uiple 4 Heoarest Neighbo -
% 1% |2 Missing Value Analysis 3
[ w " | uaple imputaton » 60
i 18 18 Complex Samples v 54
| o " Qualty Conral ’ 8
| = = BAROC Curwe 5
‘I 2z bal e | IR K 10
| 2 =2 155 % 9 157 18
| B8 =»n 195 6 1 u 13 L

3 e ]

(B SPSS Staiskcs Processoristeady | | | |

Fig 2: Screen shot of selecting the analysis procedure

Then Identify Name as the variable by which to label cases and Calories, Protein, Fat,
Calcium, and Iron as the variables. Indicate that you want to cluster cases rather than
variables and want to display both statistics and plots as shown in Fig 3.

13



& Calories

Label Cases by

» |w TR vl =
Cluster —————
@ Cases © variables

A
3

~Display
| @ Statistics ¥ Plots

([ — e
@@@

ni variables and want to display both “—
plots Statistics ay

Fig 3: Cluster cases rather tha

stics and indicate that you want to see an Agglomeration schedule with
with

Click Stati
; (@ i Gt e i
§ Aggromeraion schedule | Dendrogran .
oty et f rlcide
"' . © Al dlusters
| @ Spedifiedrange of dlusters
| Statduster
| Stop duster. D
.
| ©None
-QOrientation —
@ Vertical
© Horizontal
, -
ig 4: Hierarchic ——
al cluster analysi
ysis . = Wi .
statistics Fig 5: Hlerarchnclal cluster ans®
plot

4, and 5 clus
te . .
r solutions. Click Continue as shown in Fig 4

Click p]ots s
and indicate .
that you want a Dendogram and a verticle [cicle plot wit"

and4cluster utions own In I g 5
1 5 Clle Continue as Sh i i \
nkﬂge . :n

Cth Meth
od and indi
icate that you want to use the Between-groups li
z scores *

clustering,
variab K uclid i
le contl'lblltcs equlal:an dlSt‘anCCSQ and Val’iables standardiZCd to
y). Click Continue as shown in Fig 6
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_—
#3 Hierarchical Cluster Analysis: Method

“ Hierarchical Cluﬂﬁ-w Sl_\"l

Cluster Method  Between-groups linkage

= — = Cluster Membership
Measure o Nm.
®m o uciidean dis il - x| 0§mﬂ.!dlﬂoﬂ
v = I Nun 15t
O Counts area measure - @ Range of solutions -
O Binary.  |Sguared Eucligean gistance ~ Winkmuims number of cirsters: E:]
Maximum number of clusters' g ]
Transform Values Transtorm Measure |J
Standardze |gscores =) [ Avsotevales |
@ By vanable [} Change sign
O By case [ 1 Rescale to 0-1 range
| (Gomious] | Canost ) |_sietp ) Lo |00

Fig 6: Hierarchical cluster analysis method
Click Save and indicate that you want to save, for each case, the cluster to which the
case is assigned for 2, 3, 4, 5 and 6 cluster solutions. Click Continue, OK as shown
in Fig 7
SPSS starts by standardizing all of the variables to mean 0, variance 1. This results in

all the variables being on the same scale and being equally weighted.

Dendrogram

Dendrogram using Average Linkage (Between Groups)

1
1
1
1
4
1
3
5
1
2
]
1
i
r%
6
16 16
n 1
ps)
4
bl
bz}
19
2

Interpretation
The main objective of our analysis is to group the food items on the basis of their

nutrient content based on the five variables such that food items with in the groups are
homogeneous and between the groups are heterogeneous.

15
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Table 2: Interpretation

Number of groups | Food items i

Group-1 (1,11,12,...,18) ~
Two groups p ) _ .
= Group-2 (25) ~_

Group-1 (1,11,...,8)
Group-2 (17,18) ~_
Group-3 (25) )

Group-1 (1,11,...,20)
Group-2 (8)

Group-3 (17,18)
Group-4 (25)

Five groups Group-1 (1,11,...,3)
Group-2 (5,15,...,20)
Group-3 (8)

Group-4 (17,18)
Group-5 (25)

Six groups Group-1 (1,11,...,3)
Group-2 (5,15,...,27)
Group-3 (22,24,...20)
Group-4 (8)

Group-5 (17,18)
Group-6 (25)

Clences

Three groups

Four groups

Illustration (Using survey data from social science)

Given below is a part of the data based on a study which was conducted to understad
the socio-economic implication of climate and vulnerability of farmers in a
ecosystem of Rajasthan by Sarkar (2014). Two districts Jodhpur and Jaisalmer v
selected from arid ecosystem and 100 farmers were selected randomly for‘thf: presd
study. However, for the present chapter, in order to demonstrate the similanty bT
terms of adaptive behaviour of the farmers, the cluster analysis Was performed?

considering variables like awareness, attitude towards climate change; egalianin’®
risk perception w.r.t. 20 farmers.
Table 3: Illustration
. | Riskpert
Farmers’ ID Awareness | Attitude w/ /6(L P
1 26 60 37—
2 18 43 B¢
3 25 67 ____.‘_‘9_///57 |
4 23 53 _,_,_3,‘1-//‘“/ |
5 20 41 /ﬁ/ﬂ d
6 16 37 __,,??/ /65
7 23 6o | ¥ —

16
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Farmers’ ID Awareness | Attitude | Egalitarism | Risk perception
8 19 41 27 50
9 23 41 26 64
10 26 61 37 60
11 18 48 25 59
12 26 67 40 67
13 23 53 35 57
14 20 41 37 41
15 16 37 38 48
16 25 59 38 66
17 19 40 27 50
18 23 42 27 64
19 26 68 36 61
20 16 42 25 58

Here, the purpose of the cluster analysis is to group the farmer based on their adaptive
behaviour so that appropriate action can be suggested for the farmers who are lagging

behind. Two groups were formed viz. adaptors and non-adaptors. The results are
summarized as follows:

Table 4: Adopters and non-adopters

Groups Farmers’ ID

Adopters 1,3,4,7,10,12,13,16 and 19

Non-adopters 2,5,6,8,9,11,14,15,17,18,20
Dendogram

Dendrogram using Average Linkage (Between Groups) Rescaled Distance Cluster Combine

o

5 10 15 20 25
1 1 1 1 1

5.005
14.00 14
6.00 6
15.00 15
9.009
18.00 18
8.008
17.00 17
2,002
11.00 11
20.00 20
4.00 4
13.00 13
1.00 1
10.00 10
19.00 19
3.003
12.00 12
7.007
16.00 16

grggJdygyyy
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