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1.  INTRODUCTION
Now a days there is an increasing demands for development of a reliable decision rule that can be used to

classify new observations into some predefined categories. In certain specific situations, the existing traditional
statistical methods are not suitable in the sense that these are cumbersome and has less utility to handle these
classification problems. There are many possible reasons for these difficulties.Firstly, there are generally many
possible “predictor” variables which makes the task of variable selection difficult. Traditional statistical methods
are poorly suited for this sort of multiple comparison. Secondly, the distribution of predictor variables are not well
defined. Generally many variables in any field are not normally distributed and different groups of subjects may
have markedly different degrees of variation or variance. Thirdly, complex interactions or patterns may exist in the
data. For example, the value of one variable (e.g., age) may substantially affect the importance of another variable
(e.g., weight). These types of interactions are generally difficult to model and virtually impossible to model when
the number of interactions and variables becomes substantial. Fourthly, the results of traditional methods may be
difficult to use. For example, a multivariate logistic regression model yields a probability for different classes of the
dependent variable, which can be calculated using the regression coefficients and the values of the explanatory
variable. But the practitioners generally do not think in terms of probability but, rather in terms of categories, such
as “presence” versus “absence.” Regardless of the statistical methodology being used, the creation of a decision rule
requires a relatively large dataset. Following the above reasons, in recent times, there has been an increasing interest
in the use of Classification and Regression Tree (CART) analysis. It is a tree-building technique which is different
from traditional data analysis methods. In many studies it is found that CART analysis performs quite effective for
creating decision rules as well or better than the traditional methods. In addition, CART is often used to uncover
complex interactions between predictors which may be difficult or impossible using traditional multivariate techniques.
It is now possible to perform a CART analysis with a simple understanding of each of the multiple steps involved in
its procedure. Classification tree methods such as CART are convenient way to produce a prediction rule from a set
of observations described in terms of a vector of features and a response value. Use of CART has greatly increased
in popularity during the recent years. Tree based decision methods i.e. CARTs are statistical systems that mine data
to predict or classify future observations based on a set of decision rules and are sometimes called rule induction
methods because the reasoning process behind them is clearly evident when browsing the trees.The CART
methodology have been applied in several areas such as agriculture, medicine, forestry, natural resources management
etc. as alternatives to the conventional approaches such as discriminant function method, multiple linear regression,
logistic regression etc. Analytic results demonstrated that CART outperforms the conventional approaches in terms
of scoring accuracy and misclassification rate.
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CART has some advantages which are as follows: (Lewis, 2000)
 Has no assumption requirement i.e. distribution assumption free.
 Easy to explore and to take decision when the data used is complex and multivariate.
 The result of the analysis is simple and easy to classify new data efficiently and easy to interpret.
Though CART has many advantages over the conventional approaches, it has some weakness that the result is

not stable i.e. a small changes in training data will change the prediction result of the yielded trees and gives
different results (Sutton, 2005). This causes low model accuracy and high prediction variance. Also CART suffers
on model overfitting problems. To solve these, there are some alternative methods that handles the problems of
CART analysis by improving model accuracy and for obtaining prediction variance.

Boosting is one such approach that is used to improve the predictions resulting from a decision tree. Like CART,
Boosting can be applied for both classification as well as regression problems. Boosting also work ina way that trees
are grown sequentially, each tree is grown using information from previous grown trees.In boosting each tree is
fitted on a modified version of original data set. This boosting is very useful when we have a lot of dataset and
thetree is to be very complex. The advantage of boosting is that it overcomes the drawbacks of CART by using
boosting technique to combine several decision trees additively in order to obtain a lower variance prediction.

In this study, mainfocus is on classification problem. The performances of these three methods are compared by
anempirical study.

1. Materials and Methods
1.1.  Data description

The data for the present study has been taken in the area of agricultural ergonomics obtained from Division of
Agricultural Engineering, IARI, New Delhi collected during 2007-08. The variable considered as the dependent
variable (Y) is dichotomous i.e. “presence” or “absence” of discomfort for the farm labourers during agricultural
field operation. The set of qualitative explanatory variables are: modes of operation (X1) and percent aerobic capacity
of the farm labourers (X2), each having two levels. The variable X2 has two levels labelled as low and high viz., less
than or equal to 35% and greater than 35% of aerobic capacity of the farm labourers respectively. The dataset
consists of 405 observations available for the study. In this dataset, broadly two levels of modes of operation viz.
predominantly foot operated (e.g. Bicycle, Stepper, Pedal etc.) and other mode of operation (e.g. Flywheel, Rocking
etc.) are considered. The quantitative explanatory variables are: load given to farm machinery (X3), difference
between working and resting heart rates (X4) and oxygen consumption at the time of farm operation (X5).

Table.1:  Variables used in the study

Variable Information Category
Y Discomfort for the farm labourers 0= Absence

1= Presence
Qualitative
X1 Modes of operation 0= Predominantly foot operated

1= Hand driven
X2 Aerobic capacity of the farm labourers 0= Low (≤  35%)

1= High (≥  35%)
Quantitative
X3 Load given to farm machinery
X4 Difference between working and resting

heart rates
X5 Oxygen consumption at the time of farm

operation
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1.1. Classification and Regression trees (CART)
Classification and regression trees (CART), a nonparametric statistical procedure introduced by Breinmanet al.

(1984) isa classifying method done by using decision tree technique. It is an umbrella term used for the following
type of decision trees:Classification trees: where the target variable is categorical and nominal data and the tree is
used to identify the class within which a target variable is likely to fall.Regression tree: where the target variable is
continuous and tree is used to predict its value.The CART algorithm is structured as a sequence of questions, the
answers to which determine what the next question, if any should be. The result of these questions are a tree like
structure where the ends are terminal nodes at which point there is no more questions.In order to grow a classification
tree, one need to know how to choose the conditions for splitting at each node, which criterion is to be used to split
a parent node into its two daughter nodes, how to decide when a node becomes a terminal node and how to assign a
class to a terminal node (Ratihet al., 2018).

The algorithm involved in CART is recursive partitioning algorithm. There are three steps in CART algorithm
which described subsequently.

i. Constructing classification trees:
There are three different steps in constructing classification trees. A) First step is to select thesplitter. Selection

of splitter is done based on one independent variable. For categorical variable, suppose that a particular categorical
variable is defined by L distinct categories (levels) then there are‘c’distinct splits for L level. For ordinal data, the
number of possible splits (say L) at a given node is one fewer than the number of its distinctly observed values i.e.
(L – 1). There is no best method for selecting the splitter. The commonly employed method used to select best
splitter is Gini index. Other methods that are popularly used are Information index, node impurity function, Towing
index and Entropy index. The form of Gini index is

(2.2.1)

where I(t) is the heteroscedasticity index of t node, p(i|t) is proportion of class i in t node and p(j|t) is the proportion
of class j in node t. In the two-class case, this reduces to I(t) = 2p (1-p) where we set p = p(1|t). Then selecting the
best splitterto generate classification tree is done by using Goodness of split criteria. Goodness of split s in t node is
a base value and it is given by the decreasing of heteroscedasticity of a class by splitting the parent node t  into
daughter nodes tL and tR  as

(2.2.2)
where φ (s,t) is the Goodness of split value, pL is the proportion of left node observation, pR is the proportion of right
node observation, I(tL) and I(tR) are heteroscedasticities of left and right nodes respectively. The best split is one that
has the largest φ (s,t) value among the splitters since it has the capacity to decrease heterogeneity at most.According1y,
the best splitter will show the important variables of classification trees. The variable score indicates the contribution
of each variable for generation of classification tree and best splitter shows the biggest variable score.

Table.2: Splitter variation

Data scale Ordinal Nominal Continuous
Number of samples N N n
Number of levels L L -
Splitter variation L-1 2L – 1 n-1

B) Second step is to determine the terminal node. A node will be terminal node if a node contains only one
observation or reach minimum number of observations or if it reaches certain level of depth.  C) Last step of CART
analysis is class labelling for each terminal node. It is needed to characterize the classification result of each class

based on response variable. One criteria is , where  j0 is the class level for t

terminal node. Nj (t) is the number of observations of j class in t node and N(t)  is the total number of observations in
t terminal node.
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ii. Pruning:
The classification tree which we get is a maximal classification tree and it is of big size. The bigger the size of

classification tree causes problem either due to overfitting or underfitting. So to avoid these we need an optimum
classification trees. A better approach is to let the tree grow to saturation and then prune off branches until the tree
is of optimum size. Pruned tree is a sub-tree of original tree. Pruning is done by cutting the node without decreasing
the accuracy so that the size of the tree is not so complex and accuracy is still good. Now how to prune a tree is a
crucial part of the process. There are many different ways to prune a tree.

The pruning algorithm is as follows: (Breimanet al., 1984)
1. Grow a large tree, say,  Tmax, where we keep splitting until the nodeseach contain fewer than nmin observations.

2. Compute an estimate of  R(t) at each node  .

3. Prune Tmax upwards towards its root node so that at each stage of pruning, the estimate of R(T) is minimized.
To know which tree is good to prune, commonly used method is cost complexity method.This method uses

complexity parameter denoted by α, and its value increases as long as pruning process is happening. The form used
to calculate cost complexity function in T  sub-trees from maximum classification tree ( Tmax ) with   is

(2.2.3)
where, Rc(T)  is cost complexity measure or  Tth tree complexity at α error value,  R(T) is resubtitution estimate or

Tth tree error classification, α  is complexity parameter and  is number of terminal nodes on  Tth tree.

iii. Selecting optimal classification trees :
The classification tree with too big size will cause bigger value of cost complexity. So we need to select an

optimum tree which provides simple structure and small error. Choice of the best subtree depends upon having a
good estimate of them is classification rate R(T)  corresponding to the sub-tree T .  There are two estimation methods
that can be used to select an optimum tree (Breiman et al., 1984):

a. Test Sample Estimation :
This method is used when the sample size is too large. In this method first the data set is divided into two parts

i.e. training and testing data. Training data is used to make the form of the tree and testing data is used to estimate
total error proportion of test sample estimate. The formula is given by

(2.2.4)

where Rts (Tt) is the total error proportion of test sample estimate, N2 is the number of observations of training data
and  is 0 if the statement in bracket is false, 1 when statement is true. To estimate total error proportion

from this method, we can select optimum tree (Tt)  with .

b. Cross Validation Estimation :
This is in general also called V-fold Cross validation Estimation. This method is used when the data sample is

small enough. The procedure is to divide the number of observations randomly to independently and same sized V
fold. From this, one fold is used as training data to form a classification tree while other folds act as testing data. The
formula used to do this V-fold cross validation estimation is given by

(2.2.5)

where  is the total error proportion of V-fold cross validation estimation and V is the number of folds used.
To estimate total error proportion from this method we can select optimum tree (Tt) with .

2.3. Boosted CART
Boosting is one of the ensemble techniques in machine learning and widely used in classification and regression

analysis. The idea of boosting method is to improve the weak learners sequentially and to increase the accuracy of
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performance with a combined model. In literature, several boosting algorithms for solving regression and classification
problems under various loss functions like Gradient boosting, AdaBoost (Adaptive Boost), XGBoost and others are
available. One of the earliest and most popular boosting algorithms is Adaboost algorithm developed by Freund and
Schapire (1997). Friedman et al. (2000) had developed variants of this Adaboost algorithm and traced it likes to
logistic regression model. Later on Friedman (2001 and 2002) had proposed boosting can be think as a function-
approximation problem and solved it by using forward gradient descent technique.

Considering the results of Friedman et al. (2000) and Dopkeet al. (2017), the output variable has been modelled
as a binary variate, say,  , where yt is output value at time index  and h is the forecast

horizon. The output variable is modelled with leading indicators,  , by a function . It is
used to minimize to expected loss function . Consider an exponential loss function (Dopke et al., 2017) as

 (2.3.1)

where   such that  and E denotes the conditional expectation operator. The loss function
 increases when  and  have a different sign and decreases when   and  have same sign. Let the conditional

probability be , then equation (2.3.1) can be expressed as

     

  (2.3.2)

as  takes the value 1 and -1 and the loss function is minimized by defining function  as a half of log-odd
ratio as

(2.3.3)

This Log-odds ratio is used to estimate the function  using unconditional probability. However this
unconditional probability is a crude measure of conditional probability. So boosting techniques show how this
measure can be explained.

The following idea of boosting fits an additive model using a better loss function for classification that breaks
down the function estimation problems into a series of simple problems by stipulating that  can be expressed
as the sum of simpler functions,  as

 (2.3.4)

where, m denotes the index of weak learner, M is the upper bound on the functions considered in the simulation
study. Here  is called the strong learner and  is the weak learner. The algorithm which is followed is the
gradient-descent boosting algorithm to estimate the weak learners in a forward stagewise manner as

1. Initialize the algorithm: initializing weight wt and 

2. Define some upper bound M for the number of weak learners.
3. For m = 1 to M,

a. Compute the negative gradient vector given by

Note : taking partial differentiation with respect to  rest will be constant.
Hence the conditional expectation will not apply.

b. Fit a weak learner,  , to the negative gradient vector.

c. Update the function estimate,  by adding the weak learner  to  .
d. Equipped with the new function estimate, go back to the step (a).

Barman et al.
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4. At m = M  : Compute  as the sum of weak learners,  , m = 1, ...., M

In our study, we used classification tree as a weak learner. Finally, the resulting stochastic gradient descent
boosting algorithm requires only a sample, a subset from the data without replacement before fitting a weak learner.
Only the sample data are then used to estimate the next weak learner.

3. Illustration

Accuracy measure :

To determine classification accuracy, Total Accuracy Rate is used. Total Accuracy Rate is the proportion of
observations which predict as success given by

(4.2.1)

3.1. CART analysis

The classification method used in this study is CART.The selection of splitter is done by Gini index methodand
the best splitter selection is done on the basis of Goodness of split value. In this study we have taken two sets of data,
for first data set 70% data points from main data set as train data and rest 30% data as test data and for second 60%
data points from main data set as train data and rest 40% data as test data.  Since the number of sample data in this
study is relatively small we used 10-fold cross validation estimation to select optimum classification tree.The first
step of CART analysis is to form maximum classification tree.First the important splitter is selected based on Gini
index value. On the basis of this, we have taken X3 variable as primary splitter or as parent node as X3 variable has
maximum contribution. After determining the parent node we continued the splitting process as mentioned above to
form the maximal classification tree. Based on this analysis we continued to get optimum classification trees with
six terminal nodes.

Table.3: Relative importance of different variables (in %)

X3 X4 X5 X2 X1

39 25 25 11 1

Pruning and selecting optimum classification tree:

After forming maximum classification trees we have seen if the trees needed pruning or not. Main purpose of
pruning is avoiding underfitting and overfitting. Pruning is done by using minimumrelative error and 10-folds cross
validation estimate. Optimum classification trees is a tree withminimum relative error.

Fig.1: Graphical representation complexity parameter, relative error vs tree size.

An application of Boosted Classification and Regression Trees
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Fig.1 shows the relative error plot of each pruning process. Since the tree innitially formed is optimum tree, it did
not needed pruning.

Table.4: Terminal node class labelling

Class Terminal nodes Total patients Number of Absent Number of Present
Absent 1 118 109 9

2 13 9 4
3 21 13 8

Present 4 13 3 10
5 14 1 13
6 105 0 105

CART analysis accuracy :
The data set was divided in a 70:30 ratio for training and testing purposes that means out of 405 observations,284

observations were used for training and rest 121 observations for testing. Based on Table.5, training data yielded
Total Accuracy Rate 91.19% that means 91.19% successfully predicted on optimum tree and for testing total data
accuracy rate was 85.95%. And for the second data set divided in a 60:40 ratio, for training and testing purpose that
means out of 405 observations 243 observations are used for training and rest 162 observations for testing. Based on
Table5, training data yielded Total Accuracy Rate 90.12% and for testing total data accuracy rate was 85.80%.

Table.5: CART analysis
Prediction for 70:30

Observation Absent Present Total Total Accuracy rate

Training data Absent 131 21 152 91.19 %

Present 4 128 132

Testing data Absent 58 13 71 85.95 %

Present 4 46 50

Prediction for 60:40

Observation Absent Present Total Total Accuracy rate

Training data Absent 106 13 119 90.13 %

Present 11 113 124

Testing data Absent 67 10 77 85.80 %

Present 13 72 85

Fig.2: Optimum classification tree.

Barman et al.
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3.2.  Boosted CART analysis:
For Boosted CART analysis, the same data set was used.We used the R programming environment with the add-

on package ‘‘gbm’’ for statistical computing for our empirical analysis, for estimating the Boosted CART model.
The shrinkage parameter or learning rate wasassumed as the value λ = 0.001. We simulated this process 2500 times
to make statistical inference, using 10-fold cross-validation to determine the optimal weak learners in every simulation
run. In this respect, we fixed the maximum number of weak learners to M = 2500. From this analysis, we can find
relative importance of leading indicators. The relative importance of a leading indicator Boosted tree is obtained by
averaging across weak learners (Friedman, 2001). In this study, average across simulation has been runs.

Boosted CART analysis accuracy :
Table.6 shows the accuracy level of Boosted CART analysis for the training and testing data. Based on Table.6,

it can be seen that for first data set, the accuracy for training data reacheda value of 95.42 % and for testing data
reached a value of 87.60 %. And for second data set, the accuracy for training data reacheda value of 95.29 % and
for testing data reached a value of 87.76 %.

Table.6: Boosted CART accuracy
Total Accuracy rate (%) Boosted CART for 70:30 Boosted CART for 60:40

Training data 95.42 95.29

Testing data 87.60 87.76

3.3.  Comparison of Accuracy of CART and Boosted CART Analysis:
Table.7 shows the information of accuracy of training testing data for Discomfort for the farm labourers during

agricultural field operationusing CART and Boosted CART analysis. Based Table.7 we have found that for the first
data set, the change in total accuracyrate for Boosted CART than conventional CART is as much as 4.63 % for
training data and 2 % for testing data. Also for second data set, the change in total accuracy rate for Boosted CART
than conventional CART is as much as 5.73 % for training data and 2.28 % for testing data.So we can conclude that
the accuracy of the classification for Boosted CART is higher than that of CART analysis for both training and
testing data. It implies that Boosted CART can classifies the observations more accurately than conventional CART.

Taboble. 7 : Comparison of accuracy
Trtaining : Testing data (70:30) Trtaining:Testing data(60:40)

Total Accuracy rate (%) CART Boosted CART CART Boosted CART

Training data 91.19 95.42 90.13 95.29

Testing data 85.95 87.60 85.80 87.76

4.  Conclusions:

Based on the analysis section we can conclude that:

1. CART analysis yields an optimum classification tree with 6 terminal nodes which 3 terminal nodes belong
to class Absence of discomfort for the farm labourersand 3 terminal nodes belong to class Presence of
discomfort for the farm labourers during agricultural field operation. For both the data sets, importance
variable in classification tree is truly classified with accuracy of 91.19 % for training data and 85.95% for
testing data and 90.73 % for train data and 85.80 % for test data respectively.

2. Boosted CART results in increasing the accuracy percentage, for first set of data, to 95.42% for training
data and 87.60% for testing data and for second set of data, to 95.29% for training data and 87.76% for
testing data.

3. The empirical result shows that Boosted CART outperforms conventional CART.

An application of Boosted Classification and Regression Trees
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