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Abstract Taxonomy is implemented in myriad areas of biological research and
though structured it deals with the problem of information retrieval. Ontology is a
very powerful tool for knowledge representation and literature also cites the con-
version of taxonomies into ontologies. The automated ontology learning is devel-
oped to ward off the knowledge acquisition bottleneck; but thereof the limitation
includes text understanding, knowledge extraction, structured labelling and filter-
ing. The system, ASIUM, TEXT TO ONTO, DODDLE II, SYNDIKATE, HASTI,
etc., includes some inadequacies and does not exclusively deal with taxonomic
texts. The proposed system will deal with the taxonomic text available in agri-
cultural system and will also enhance the algorithms thereby available. We also
propose a framework for learning of the taxonomic text which will overcome the
loopholes of ontology developed from generalized texts. Finally, a framework of
comparison of the manually developed ontology and automatically developed
ontology will be ensured.
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1 Introduction

Nowadays, knowledge structuring and knowledge management are the key focuses
of the scientific communities. Ontology is a very powerful knowledge representa-
tion technique. On the other hand, the taxonomic knowledge has a great corre-
spondence to the ontology. As [1] proposed a methodology for the conversion of
taxonomies into ontologies; but manual ontology building is a tremendous labour
intensive task. Although unstructured data can be made into structured; it encom-
passes a very lengthy process and henceforth the automated ontology learning
approach is developed to ward off this knowledge acquisition bottleneck, hitherto, it
includes some serious limitation in text understanding, knowledge extraction,
structured labelling, and filtering [2]. Under conventional condition, the ontology
learning deals with the normal text. Ontology learning from normal text is not so
efficient. It is also dangerous to extract the concept from the normal text. However,
no attempt has been made for ontology learning from taxonomic text. Thus, a novel
approach is proposed to engineer the taxonomic text and make it as the input of the
ontology learning. In agriculture, this kind of ontology learning has not yet been
attempted.

2 Literature Review

Ontology learning is a new field of artificial intelligence and machine learning.
A limited number of ontology learning tools and techniques have been developed
so far and some of them are listed below:

References [3, 4] developed a system namely ASIUM. ASIUM learns
sub-categorization frames of verbs and ontologies from syntactic parsing of tech-
nical texts in natural language. It is developed in French language. The ASIUM
method is based on conceptual clustering. Reference [5] developed a system to
classify nouns in context. It is able to learn categories of nouns from texts, whatever
their domain is. Words are learned considering the contextual use of them to avoid
mixing their meanings. This system was a preprocessor of ontology learning.
References [6, 7] developed a system of ontology learning named TEXT TO
ONTO. TEXT TO ONTO learns concepts and relations from unstructured,
semi-structured, and structured data, using a multi-strategy method which is a
combination of association rules, formal concept analysis, and clustering. But this is
based on the shallow natural language processing. This system fails to address
complex levels of understanding. Mostly, it identified concepts through regular
expression. Reference [8] developed a system namely DODDLE II. DODDLE II is
a Domain Ontology Rapid Development Environment. It can construct the hier-
archical and nonhierarchical relationship of the domain concepts. For the hierar-
chical relationship, it uses WordNet. References [9–11] developed a system namely
SYNDIKATE. SYNDIKATE is a system for automatically acquiring knowledge
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from real-world texts. It is available in German language. It has the problem of
co-reference resolution. References [12, 13] developed a system namely HASTI.
HASTI is an automatic ontology building system, which builds dynamic ontologies
from scratch. HASTI learns the lexical and ontological knowledge from natural
language texts. This is available in the Persian language.

Reference [14] developed a system that integrates machine learning and text
mining algorithms into an efficient user interface; lowering the entry barrier for
users who are not professional ontology engineers. The main features of the sys-
tems include unsupervised and supervised methods for concept suggestion and
concept naming, as well as ontology and concept visualization. Reference [15]
developed a system that integrates the external source knowledge like DBPedia and
OpenCyc for getting the automatic suggestions for labelling the concepts.
Reference [16] discussed how to learn large-scale ontology from Japanese
Wikipedia. The large ontology includes IS-A relationship; class–instance rela-
tionship; synonym; object and data type properties of domain. However, a big
problem of weakness in upper ontology arose against building up higher quality
general ontology from Wikipedia. Reference [17] proposed a novel model of
an Ontology Learning Knowledge Support System (OLeKSS) to keep the
Knowledge Support System updated. The proposal applies concepts and method-
ologies of system modelling as well as a wide selection of ontology learning
processes from heterogeneous knowledge sources (ontologies, texts, and data-
bases), in order to improve KSS’s semantic product through a process of periodic
knowledge updating.

Reference [18] developed a semi-supervised ontology learning based focused
(SOF) crawler. This embodies a series of schemas for ontology generation and web
information formatting. In this system, the web pages are segregated by Support
Vector Machine (SVM). Reference [19] proposed a ontology learning approach that
has been used for developing the ontology. They used Linking Open Data
(LOD) cloud which is a collection of Resource Description Framework (RDF).
They used domain ontology for learning ontology and called Mid-Ontology
Learning. Mid-Ontology learning approach that can automatically construct a
simple ontology, linking related ontology predicates (class or property) in different
data sets. Reference [20] gave an approach of clustering of the web services for
efficient clustering. They adopted the ontology learning to generate ontologies via
hidden semantic pattern. But they also mentioned the chances of failure of the
ontology based discovery of web services. Reference [21] used heterogeneous
sources like databases, ontologies, and plain text for ontology learning. Reference
[22] generated ontology structure called ontology graph. The ontology graph
defines ontology and knowledge conceptualization. The ontology learning process
defines the method of semiautomatic learning and generates ontology graphs from
Chinese text of different domains.
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3 Objectives of the Proposed Work

The proposed system will deal with the taxonomic text available in agricultural
system. We also propose a framework for learning of the taxonomic text which will
overcome the loopholes of ontology developed from generalized texts. One system
has been developed on the basis of the learning frame work. Finally, a framework
of comparison of the manually developed ontology and automatically developed
ontology will be ensured.

4 Proposed Framework

This proposed framework will mainly differ from the conventional ontology
learning process in the input of the ontology learning framework. The conventional
ontology learning system claims to have the capability of dealing with a range of
texts but these systems are trapped by the inherent hindrance of the ontology
learning. On the other hand, this framework is totally focused on the taxonomic text
available in agricultural system. The proposed framework will mainly deal with two
sub-module––first, how to deal with the taxonomic text and second, how to validate
of the result of the first module.

4.1 Algorithmic Framework

This proposed framework subdivides the ontology learning process into
well-demarcated category. It neutralizes the complexity of the ontology learning
process. Figure 1 shows the schematic diagram of the total framework.

4.1.1 Categorize the Taxonomic Data

The taxonomic texts are available in different forms or categories. The first task of
this framework is to find out the category of the taxonomic text on the basis of
different sources (e.g. Taxonomic Books in Agriculture). Based on this category,
the whole process of the ontology learning will be done.

4.1.2 Preprocess the Text

Preprocessing of the taxonomic data is very important because whatsoever the
source of the data and category they have; there exists two basic type of text––
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hierarchical and nonhierarchical. For this, the ontology engineer can use any
algorithm which can be helpful for the partitioning of the data (e.g. SVM).

4.1.3 Development of the Algorithmic Library

First part of the total framework, i.e. Algorithmic Framework wholly deals with the
algorithms for the taxonomic text ontology learning; it deals with the following
task.

Term Extraction

This sub-module actually commences the ontology learning process; it is from this
level that the extraction of the ontology building block is started. The term extracted
is used for class and instance construction. A repository will be developed for the
extracted term. For extracting the term, the tools and techniques of natural language
processing can be used.
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Fig. 1 Schematic task flow of algorithmic framework
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Concept Extraction

Next step towards ontology learning is the extraction of the concept. The concept
extraction can be done in two ways––the first approach is the use of the taxonomy
for the concept labelled and second with the help of WordNet API like JNWL.

4.1.4 Relationship Extraction

In preprocess module, the text is subdivided into two categories:

Hierarchical Relation Extraction

On the basis of the pattern of the data, the hierarchical or ISA relation will be
extracted. These algorithms will be based on the taxonomic data so these relations
will also be extracted from the basis of taxonomic data.

Nonhierarchical Relation Extraction

Apart from the hierarchical relation or ISA relation, there are many relations like
hasA, partOf for construction of the ontology.

4.1.5 Mapping to Ontology

After the extraction process of term and concept; the class and subclasses will be
constructed for developing the ontology. The identification of the properties is also
a subtask of this task. Restrictions will be imposed on the class by the help of the
knowledge engineer.

4.2 Architecture of Proposed System

The given framework has been implemented in MVC architecture. Here, we pro-
posed java-based N-tier architecture. Different layer has its individual importance as
well as they are important as a whole. The layers are as follows and Fig. 2 depicts
the architecture of the software:

34 C.K. Deb et al.



4.2.1 MVC Layer

In this layer, the model, view, and controller are developed. The controller part of
MVC interacts with the other part of the software and it works as a central control to
the whole system.

4.2.2 Natural Language Processing Layer

The layer of this architecture is important, because all the preprocessing before
automatic ontology development, it extracts all the building block of ontology. The
term extraction, concept extraction, etc., are given in the framework and have been
implemented in this layer.

4.2.3 Tax-to-Onto Layer and Semantic Web Layer

This layer deals with some very important tasks and components of ontology
learning. It is connected with protégé which is the knowledge base of the ontology.
It has several API’s as its components (e.g. JENA, OWLProtege, JNWL and
Wordnet).
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Syntax 
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Fig. 2 Architecture of the system
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4.3 Comparison Framework

This framework provides the approach of comparison between the two ontologies.
By this approach, we can also evaluate our framework of ontology learning from
taxonomic text. For comparing the ontology, we have to convert both the ontology
into a single comparable format. The comparable format may be the conversion of
ontology to a graph. Then compare both the ontology on the basis of class, instance,
and properties. Comparison can also be done on the basis of concept extraction.
Figure 3 depicts the comparison framework of ontology.

5 Conclusion

The software developed on the basis of the proposed framework will help in
automatic ontology learning from taxonomic texts and also overcome the inherent
problems of conventional ontology learning in terms of knowledge acquisition. The
proposed methodology may be used in the biological fields, where taxonomy has its
own importance. Besides biological field, this methodology is generic enough to be
applied in other fields also. Lastly, this framework also provides a more simplistic
way of comparison between manually developed and automatically developed
ontology.
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