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JNTRODUCTION

In the case of dynamic population L.e. the cne, vhich
is subject to changs from time to time, & census at frequent
intervals is of limited uss, therefore the practice of
relying on the smmplas for the collection of importsnt ssriass
of data that are published at regular intarvals is becoming
mors Common, For example a highly precise information about
the characterstip of a population in 1950 and 1960 may not
help much in planning, that demands a kmwllngg- of the
population in 1970 or in any other year. A series of
relatively small samples at anmal or w;n shorter intervals
may be more serviceabls.

H i P _REPEATED SURVEY$

In planning a sampling onqun:y the entire relevant
information available should bs judicloualy used., Ia
repeated snguiries it is the use of cumulative information
collscted through the successive surveys that inoreases
the reliablity of the estimate, Besides using the field
and organisation experience it ias slways advaatageous to'
effectively uss the past data for iwproving the estimate.

In the case of dynamio population, such as extent of area
under iwproved gesds, the number of uneamployed persobs in

a country, prevalence of chronic diseases ato., (i) a single
survey on a particular eocasion gives information, about
the.properties of the population for that occasion only,

and 1t does not give eny information on the nature of, or
rate of changes, which oocour in the dymmmic population,
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tut many a time, the interest of the experimenter does not
11e only in estimating the valus of the character for the
most recent occagion, but his interest goes beyond, such
a6 estimating the changs in valus of the charaster from ong
occasion to the next, estimating the averzge valus of tha
character over all occasions in a given period of time ete,
7o meet thess requirements, the gurvey will have to be
repested on several occasione.

If the experimenter is free to alter or retain the
compoaition of the sampla, and the tof:al size of the sample
4s to be the sams on all occasions there are geveral alter-
natives, one can choose in designing the san‘pnm enquiry of
this type such ae /

1) a new sample on each occaslon { in the case of

ostimating gverail oc&asion*s),

2) a fixed sanpls on all occasions ( in the case of

estimating the change)

5) a partial replacement of umits from occeasion to

occasion ( For current estimate),.

Gensrally experimenter remains interested in altef-

-native (3).. -This type of sampling is called sampling on
successive occasions with partial replacement,- (Patterson,
Tates),a sampling for time serfies ( Hensen,. Hurwits end
Medow), end Rotation sampling ( Wilks end A.R. Eckler). It
refers to ths process of eliainating some of the old elements

from the sample and edding new elements to the gample,' each
time a nev mample is drawn..
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Firet attempt, on sampling, on successive occasions
with partial replacement, was made by Jescen (1942), His
work wvas confined to two occasionsonly. He considered two
independent estimates for ths meen on the 2nd occasion, ons
on the basis of the units common to both occasions and another
based on the urits selected a fresh, The information on the
first cccasion vas utilised for ths estimate at the Znd
occasion, Thege two eotimates vere weightad with reckprocal
of their variunces, to get an ostimate with minimua variance.
Jessen also gave expression for the optimum proportion of
units to ba retained on the 2nd occuion/.

Yates (1949) contends that for estimating ths valwe
of the population msan on two successive ocou\sionl. it is
better to treat each occasion separately, tol).owing vhatever
method of estimation ie eppropriate to the sasple obtained
on that occasion, regardless cf the values obtained on t.ho
other occagicns. Such estimates he termed as overall
satimates., For two occasions he considersd a sub=ssmple of
the originel sample as also a sample with some of the units
retainsd from the previous occasion and gome taken a fresh on
the 2nd occasion, Yates has algo extended his results to B
occasions { b > 2) and has bullt an ostimate for the popula-
tion mean on ths h th occasion, by taking into account the

Tesults upto and inoluding the ( h = 1)th occasion, under the
Umitations

1) a given fraction of units is replaced on eash

occagion,
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41) the veriability on the different occnliol;a i
coustant 4., &nt ﬂgil e for all h
and the correlation Dbstwean the units on
successive occasions is constant,
111)-The correlation betwesn the units occasions two
apart is /38 s and that batwesn the umits occasiong
three apart is /38 eto,

He obtaimed the relation
o0-8) 7,0 pGa -7 e, (7)

Where ?h 1s the most accurate estimate when can
be odtained for occasion /h.’ taking inoto acoount the result
of sampling up to and including the occaston b, Y, _, 1s s
similiar astimate for th:a provious coccasion, single dashes
denote units common to ocvaston b asd ( b-3), the mean on
eariier gacasion Lgl distinguidhed by aquare brackets, and
doudlo dagiien units occuring on B occasion only. The value
of ¢h varies from occasion to ocoasion and 4t depends upon
the veluss of r amd the fraction [ replaced on each
occagion,:

Patterson (1950) aproach for succossive sampling was
in a diffarent and slightly more general way. ;B8 first build
an estinnto ag a suitadble linser function of a set of variates
and then dovelopad a set of conditioiu for this estimate to
be the most efficient. Using thase conditions ke than deterw
=ined an efficieat estimate of the mean on the h th occasion,
which comes out to be the s=me as given by Yates. With this



set of conditions he also established a recurrence rslation
betwoen the weights @, end fh q as

(A=) -8 ) = (LeP) (1nfy) ol =0
shere oL , B are the roota of the qusdratic equation obtained
ty puttdng F = H , =4

then h 12 very large, the lwitinz valus of ‘h =
is given by

{1 ~ ’?) + \/ (1_.“3)/( 2’;5!‘(1-6/\/‘*-“)

= e
; 2
F )/\/:)

\

whare A 0}*— =], P ‘

Pattarson also gave efficient estimates of the diffe-
rence batween the mean on occagion h and that on occasion
(h=1). BEs also considered the case when sample sise
 varies frum ocoagion to occasion, Ps&hm also shoved that
the change h-b 5, (vhere h L, be the refined estimate
for the ( h = 1)th occasion) is more efficient tham the one
given by Yates. '

Tikkival ( 1993 ) apprach was the seme a8 given by
Yates and Pattergon, but his approach we3 more gonesal than
his predecessors. Bs allowed the gorrelation betwesn units
taken on two successive occamions to vary, but assumed the
corrslation between units two or mare tkan two ocoasions npm

is equsl to the product of correlations between unity on all



pairs of consecutive ocpasions formed by thsse. In came,
tho eample eise end all the correlations were assumed to be
equal on all occagions, he proved that with limiting ,
the replacement to be .affected on different cccasions is 50
parcent from the sbove, i.e, under the conditions imposed
the replacenent fraction 1g always > /2.

Eckler (1933) olarified Pattersonts fundamental
method for finding ainizum variante linsar unmblased cstinates
end extended his method to two lovel and three levsl rotation
sarpling. He compared three methods p; rotation eampling
on a cost balgis and ghowed bhow t,h/o ons level rotation
sempling estimats of greatsst prgctical interest oould
bo derieved from the two lavel éstimata. fs also extended
Cochsran's work in determinihg optismum patterns for the
ong lavel rotation sampling ostimats.

Tikidwal (1856) has shown that when ths correlation
aud regression coefficients are estinated from the common unite
betwvesn two consscutive occasions, ¥, ie still a consistent
satimator of the population mean /u_h on the h th occagion,
and its Mas tends to 2oro with increasing sample sisep on
h oceasions, Its variance will in general be greater than
the varianse of the oastimator where the oomla-t»ionl are
known 1n efvance ard the weights ( #, ) themselves become
functions of parameters to be eostimated from the ssmple.

De Singh (1939} invectigaved the problsu of partial
replacement in Malti-atege depign and gave the oxpression,
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for the mean at 22d and Brd occasion and its variances

and mean over a period of time, when a two stage deslgn is
repeated oo two occasions vith partial replacement of first
stage units only. This aspect of the problem apart from
statistical poilnt of view, has practical advantages, since
in actual practics, frequently the design is muliistege, and
wvhen the character unisr obssrvation changes vith season, it
becomes nscaseary that survey should be rcpo?.tod over the
seasons.

Kathuria (1960) extendad ths case,of two stage sampe
1ing repeated on two ocoasion with pmm,;phm of
first stage units, to h occasions. &Hs also considersd the
case of sampling on two occadc;nl vith replacement, smong
£nd stage units also, He investigated the problem of optimm
aliocation for e given cost function,

B.D, Singh (1962) ocongidered the case vhan doudle
saxpling im repeated on two occasions wuith partial replace-
want of units on 2nd occaston.

In a series of papers (1938, 1960, 1984, 1083) Tikkiwal
has exteasively studied warious aspeots of succesaive
eaxpling,

B.D. Singh end D, Singh (1965) considered the caze when
the informstica on the encilliary variste in the preliminary
sarple is used for ssleoting the units for sud-aample Wdith
unequal probabilitiea,

Informstion obtained from the previous occasions can
be used for forming ratio end regression ostioates, for
stratifying the population, and for sslecting the sampling umits
with unsqual probaddlity. But generally in the literature,
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a ratio or regression cvefficieat Lg calculated, with the help
of the information aveilable from the entire sample on the
previous occasions, and a ratlo or regression ostimate is
obtained for tho gharaoter, under study, ot the current
cccaglon, This egtimate is pooled with the ons, obtaired

on the basis of the gample gelectad afresh on the currsnt
oceanion, Unless the sample zize on each occaalon tas largs,
the sample slgs relalnod on subsequant pccasions may not be
adsquato. The applisation of regressisn ostimats may not be
valid as the ug> of regrsaalon m‘&hod; ;gtimtlon 48 based on
the concept of large sampls theory, Dssides thip regression
estinates give tottsr regults under the linsar model only, and
4f tho population ia changing from time to time the change
mRy ndt bo alwayas lincay,

Honcs t6 owoid thooe limitations the infbrmation
on ths provicus occaxion siay bo utilized for selecting th;
sampling umits with proballlity proportionsl to their sise
as moagured ly the valus of the sharacter observed on the
previcus occastons, Fhe egtimates obtainsd in this way are
unblaged and have meat expresaion for varience, '

In gensral in a sampling design the selection of units
with varylog probabilition without replacement leads to more
efficient eptimsts than with replasemsnt, bocauss 1f a wit
is solcatod twice 1t artllingt give any edditional infursation
ag compared to the situation when it might ha;m' been sampled
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only oncs, Rarain (1951) compared the two systems of
gampling in s two stage sewpling design and found the
necéseary condition, Durbin (1958) stoted (without proof)
that it 4s not difficult to find out sowe situation in which
sempling without replacement will be less efficient as
compared to that vith replacement. 0. Singh (1934) aleo
studied the problem,

In the case of sampling with mt:qm probability
vith replacement, estimates and their vé;-iancon can de easily
obtained, But the theory of unequali probabllity without
replacement involves mathematical complexity, computational
difficulties and soms times the ostimate ot“omr variano®
1s Degative, A number of research workers ( Midsuno (1930),
Herailn (1951), Burvits and Thompson (1952),Durbdin (1958),
fates and Grundy {1933), D. Singh (1954 , 19508),7Das Raj
{mﬁg?; Hertlsy and Rao (1962), Hartley, Reo and Cocharan
(1962} have asttempted to simplify the theory, eo that it
can be essily be adopted in-practics.

In succeszive sawpling when we use tha‘tnfomtio/:;,
on the previous occasion, for ucequal probability, If the
units are sslected with replacement it presents not so much
diffioulty, but vhen the units are selscted without replaes.
ument, this difficulty may be overcoms by using the Hartlsy,
Rao and Cocharsn methods

The teahnique of umequal probability,in the
successive sampling,can be used in three ways. (1) On
the 1st occasion units are selected with simple random
sampling, end on the 2nd occaslon the gubesample to be
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retainod may ba sslected with probobllity properticnal to
the sises of the units as observed on previcus occasion,
(2) ¥hen some information on anxiliery varlable is given,
on the lat occasion the units can bo gelectsd with probabi-
1ty proportionsl to the asizoa of ths suxiliary varisblegs,
and- ot the second occasion, the writc may By retaln with
Z.r.8 {8) then some information on enxiliary variable
is given, on the ist occaplon the unita gan be sslected
with probability proportional ¢o the cizes of the awmdllary
variable end at the 2nd occasion, ths// gud=sampls to be
rotained may be gelected with probability praportional
to the sizos of the units as observed on previous occasim.

Hers all thsae three moqfl;ava boen studied and the
counparipon 1o made vith the regression estimate,

In the lagt the prodlem on ths optimal use of
ag.'nllary' variates, hag been tried, vhon there are more than
o;m auoillary characters corrolatedw ith thp variate undey
congideration, the techniques of ratio, regression, umequd
probability, stratification, can bo cambined ts  produce
conslderably more offioicnt estimates,



Use of Varyini Probabilities at the 2nd Occasion,

2.1 In successive sampling, 4t 18 gensrally preferable to
repest a fraction of ths unita observed on the earlier
occasion, The information colleoted on the previcus occasion
can be utilised for the succeeding occasions, The usual pra~
otice 18 to use the ratio or regression method for the
utilization of the information availabls on the pravious
occasion, But 4f the gample size ratai}ned on ths subsequent
occasion i3 small, the bias in thear/s' a/athat.ora uay be
considerable and it often outweighs ‘the gain in preciasion,
when a fraction of unitp have been‘ repeated in succeeding
occasions, it is always dedra}:la to muke ‘un of the entire
information available from the enquiry on earlier occasions,
instead of ratio or regression technique the information
collscted from the previous occasion can be utilised for
selecting the units at the 2nd occesion i.e. the sub-sample
retained may be seleoted with probability proportional to

the sizes of the units observed on the Previous occasion,

2.2  fSampling echemes~ JFor ssmpling on successive oocasions
in a unistage sowpling, let us select n units with s, r. s,
at first occasion, and on the 2nd occasion we selsct ¥p units
out of n unite without replacement with varying probabilities,
the probabilities being proportional to the sizes of the units
obssrved on the 1st occasion. Remaining n ~ np = nq units
are selected with s, r. s, from the pupulation iteslf,

g 11 3=
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2.3 Iat n be the value of the charactar for tﬁc 1 th
unit of the population. If the sample -on the first occasion
M, 50 L@ 2 O hatg
mean As ;n‘l) on the pecond occasion for ssleeting np .units

is observed as Ty

out of n, we davide the n units into np groups, randomly,
The sise of the rth growp being 2, and ssleot one unit

from each group with varying probability, the probabdlity

I -
A
The effective prodability for the £ th undt $a the rth
group vill be p,/-Ty . vhere T = "Fpt

/

of selection of 1 th unit is P

\

*

n
also Py / Tr = 7"‘1)/ f ’1(1)
L=

The effective prodadility is known in terss of
sczple valueg.

R.4 How 4f wo defing

) 9, =y @ / B B/

suffix (1) and (2) denote the occasion,lat and 2nd;
Tho estimate on the Masis of these mp uﬂta is given
hy

2@ _- (@ (=)
Tap 8y -1-—.9 gx s

Expeoted valus of ;n:g) is given bty
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vhere 50 dsnotes the conditional expectation vhen the population
is grouped into np groups of slses Byy B eeee By seee D

ES nﬁ.
Troreford '//
en Ca sk B 2 ) g )7
s(y,,p B LK -—-Hl.\;:;‘/inl,.r..nﬁ
- / - (2)
-(2)
vhere A is ths wean of tho rth groups
3 Rt I
=5 { E By (¥, Jos !
=l
arl 3 P @y 3 -(?)
LS L (%, 3 »’zﬁ"n’
~(2)
= ,l. ------- (2.41)
~(2)

bere y, 16 the mean of the units on the 204 ocoasion
which are sampled on 1st ooccasion.
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2.5  Yariance of the egtimate)

~(2) (2)
Wi )= Ut 3 /o)

] 81'7& ( ...E;...g s:.e) /o n )

L4
sy bn L L 0 P (R0

* BV t“":';,? gl'rm,‘ )/;

/
there tho suffix ¢ denctes the gonditional variance and
/7
expectation under the condition that n is divided into np

groups. ’
it termg
v 5 .._1..} 2(2)
3 & mé /o o oy }
. i - (2)
{R) (@ )
L / (—-’-’- - v
1w gl. ,Ii ) k! u )
/.
a ::: 3:(2) v «f2.51)
2 :
- 1 (3)
B1§7330( = ruai )/ vys8y e nr,.nn,)
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f 1 _,L__; 'm or e (2.52)

(2) (2)
() _ 1 L =
vhe ro 3,(’) -i-- ;1 ( 71 7' )

(2)
x, (e, V,-é%- ix (o Moy, ny eeeme nw}J

How
V(s }=m E -3!‘... ’ ® —J""’) :
e ¥ r=i Ty By PJ“-'

(2) 2 /
i f:ﬁr o/ N FoR i

A o 7
(n )2 Py ¥ 'n
{») {2)
] /
=2 i B, Py’ (z,;;"’- A
(nr)' £48 1 Py

The probabd ity that a pair of $°th apd 4! th unit

-l

will be in the same group of dson out@fnis n.%’i.i‘..;
a(n-1

Tharefore B, B, ¥ ( a:,a)) = ,
. r{®)
.‘['S(T;;)azén N — 1 u/n 7
1 o( B1) 2 @ (2 =2

w2 E el )
Py Pyo



-y 17 =

How the probabdlity of selecting a palr of units in

the sample of = out of H 4s given by !é'.*_(:n.}-})

() (®)
L/

There fove
-,  # )
Y e .:Li:ix’? Py Py ( _‘___"____)2
()2 o(n-3) 18 Py Py
(2) 2
i 1 n, ( n=1) n(a=-1) . "f )’.
(5.)8 n{n~1) H(8& -11)141' e ;:‘&";;.

(2)2 /
(nr - ( t J l',—-—-i {.:-.y;qg )

»
G N(E-1) 4= - Py

N net) ilf ﬁ (2)2 )

(np)® T (n,) a(o-1) N(B-1) ¥ Py “'n )

i (%-1) )'EP !“ ! ;2

(np) R(l-l)

Therefors

v(r )- L:.’l..s;‘g)o (a)i i —- __)
vea RO bd _1_ 0 )

(np)gx(l-x.) ra) A,

e '1 (say) *» eee(2.54)
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How _Af we define a mecond estimators
(2)
(8) n—!&-—_ -nn =
(11) ai! Sy where n ‘,‘,‘;;Enr
T »
2@ . @ i Da®
np np op =1 ¥

- (2) 1
Expected valus of r;p is given by

- (2) - @ ' - (2)
8 (T, ) = B (R mnf (5 Wz
1 7
=B f%‘f-s,;f;‘. (-nrigv U LY
Ty
 § 1 1
-} - .4 .
Blisﬂ(?m. S i.ﬂ.l Al }
) (2)
*R (Y, )=F, e , (2.61)

=1
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to the estimste ¥
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-(2) {2}
Comparison of the two estimstes, ’lp and "np .

~ (8) /
The estimate rnp will be more efficiecut as compared

(2)

D if,

n<Y%
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p
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then o ie not a multiple of npy we have n = np. R + kj
yhere 0 < k < op ant R is a positive integer. Thén

w0 Choose n1=n2=uu. nkﬂa’li nbl?nb“z .lnan

Let miﬂlp —'L" ¥y ) =u
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Mipend (

or -ﬂf- (k (np-k) tn2 ¢« (& a<k) (no~ k};l

<o (X (-0 ]

2
or —Le e (oW (-] <&@
np.n 4

or i 4 209. b < 1. ...-..(2.62)
2 * (Bnw- k)’
',‘3) n { 20 = k) (ap- |
(2} (2) f/ (2)

1€ wo agsume that yl ’ 72/ sese ’N , the finite
!

population 43 s random sample from en infinite population,
then uader the linear modsl, /nnh Raj {1958) has shown that

/
\

. .
8(0) < s(s:m)

OPJ—(-gR—]_(L

E(s
@)

Taking the oxpectations im ( 2.62) we sso thet the
jnemelity holds good. '
/

1
Renes Vl < V1

The variance of the estimstes will have mininua value vhen
all nr'a are equal f.e. when vi = Vl = VA'
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2,7 [Estimats en the basis of » - wo = ag usits

Tho ostimate of the wsan, based on nq units is

_(2) 2) _ a=np (2)-.-...1.. ng (2)
Vaeap = 7t i:p N uq 1E=1 "

.........(2.71)
B { ;‘2)) = ;;2) ,

/
aed the varigace ef the ut’ﬁato is

- aqQ

V(¥

2
!y(g) V$ (S.y) 0000000(2.’2)

2,8 Jpint Estimats on the 2md gccggign.

/

~(2)

Since beth the estimates givea by 71(1!;) and Tagq

ere independont amd uablassd estimate of the pepulaiien mean

=(2
?& ), thorefore ths conbimed eatimateo for the pepnlaties moan
on the Z2rd occasion will bs

23,(,2) e Q ?‘ni) )+ (1-0) 3:2’ .....(2.31.)

the value of § 1a determined, such that V(2 y‘z) ) 18 minimum,

~(2)
v( 2! )= q v, v ! a-q) vyt vesess(2.02)

By differentiating (2.82) with respoct to Q and
equating to zero we got

V3
Q5 ————

-ooonoa.-o.(2-83J
2* %



Substituting this valus of @ in (2.82) we get.

Nen H—nq 2
-.(2) VA. Va ( tin . (a) n.np ‘P) (2);
v(ay )'V’Va 5 -~ -
iy e o :: & &qu ',(2)
tn.-o.l..u.‘zt“) B
2.9 ion of ts to replaced on the 2 coagion 4.8,

optinunm valus of Q. / '
//
W replace that fraction of units on the 2nd occasion

viich minimines the variance of the estimated mean (2 ;n)'

/

=(2) a '3
¢ 273 ) = v‘:” EB ’
£ @
o H=-n 2 . _B=ap N ¥y 2
Bt V" = %@ ap. n,H(b-1) Ex " LA )
Nen
TR ——— * ( -—- -L-. 62 strusen 2.

Beng g S S 2
v B e ) .( - ) "} 2 .--..(2.92)
!
Therefors the minizum valus of tla variahce with
regpect to q 43 found dy differentialing V{ 2 y ( ) )

wvith respect to q and equating to sero.

~2)
d(2 7o)

X
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AV Y5 g
‘AZA—VBO é_vj V&; “A’ VB)-QZ—q;k-—; ;VAVB

or ‘A
( ?ao VB )2
....-...-.-(2.93)
AV 2 d? 2 !
OF e V. | 4wl § =20 ,
q Aq 8 »
Av& - i 02 /
(L 9 n{ 1= ‘)g /
v
S o b
‘ngq
Ay 4
a A, % A, Ef. 2 2
T‘ B a = B = B = 0
! e n(1 ~q) e UM
2
or L . %@ 9
(1- @ navg ..
/
or ---?-—n . () vﬁ
i=q 1;73

0
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= 10 0@ (T ® ¢ G2 T
or J;-ay(a)-?lnfl(_z’_

Nen g N~ 2 *
e - W St Fav.aL

i

/
Lo - B2 &) /

_;1_"2’ ui(a) Hen
N '-“'7(2)

Sn

or q =

5,(2) (_..... .1...). N .1_. y(g)l

(U By(g}) (;—--»B e %3505)

)
Te s (g)

o.lcao.c..?.( 2’94)

uheralF h% (2))2l

e

8
and ﬂ,‘z) = )4 -1 g‘ yl yH

() (2

I we assume that y » y‘g vese y , the finite

i

population 45 a randost sample from an infinite population
then under ths linear model,
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() LE(8g))

Toerefore q > 4. OF 49 <!

Thus Teplacemsnt fraotion should be core than s0g

2 i fe(2) U H.n g
() (= % (2)° ) (8, (2)*:==8,(2) )
Therefors v(zyn ) - . = B i

w5 e ey

’ (®)
2 (* 2
TR S LD Y B S
Nn ,(2) n(ﬁ.l)’g 1=} P‘ N

sdodes m”’

(2,10) Cownnrigon with the sgtinete based on vegrension mathod

If the subnearnle op 12 selacted with agual orehaM Mty
froz the u unita, obtalined «f the fivst csascglon, the reagression
estinato is given Yy

wf?) ) L
?g,,(m)'rm ed(y -v,) /

vhere b 4# %he regressian cosffigtent



and
1"- ) -
N AT N ST S
W(ug} np n np-s
2
p B
¢ n

= v;'( say) esssee(s101)

ghe moan of the n = zp @ Ay wits on the 2nd cocaston,
whioh are taken in addition to these mp units, is glven by

) oy (2)
Yog ° -‘}; E!‘
and
_(3) K= 2 _
v ( ,nq ) = ﬁ 8’(3) L) VB (m) -...-.(2.102)

Thero fooo the conhined estimate ia givendly

«(2) ~{2) «(?)
Hy, )= e‘(yw(mg))tu-a‘)ym
Vg /
where Q' B covemaman,
Vie ?8

and the variance of the astimata ias givendy

=(2) " v

A B
" ratm0’ 0
B
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) {1-/F) 1.22% 4 ) *Fay ) (nm
{3 = ( e ) p_!i_)..%sizg‘?
B n

o 1
!B;(E’ @ -4 (TR om m/n g = )
np
6.'0-..'0‘2‘0103)

The estinate based on varying probedility ssisttion 4s
{ more ffloicn as coupared to the .st;i.?éto based on regreasion

" mothod, 4£f / \
_ ’ ;i
? * ) !
8 "% :
orvV, < w‘ ;
E - a § Qe nP 13-- y(a) e
(o) (mp)H(51) &1 3 5
i

& g g
Ge ) (4, = L
CRR TR (e AT ] 35(”./

,..g‘.m.é
or ‘Mp v 5:(9)(1-/3)&__;"““"{“?«?3

p 3
‘5 @



g, ((mp=-2)) 3 R
’i(np-ﬂ) » op. 8 @

I TILLE ‘2.10")

Generally 3?(2) 4a large ag compared to lfz and for the- .
gemll np & N, the estimate based on varying probability
gelection is expacted to be more efficient, as coapared to the
agtimate based on regrasyion method ,°'f/ egtimation,

I£ N 1e large i.e, {ﬁ f;‘a) ,48/ negligible ag conpared
to ths other terms, then wo have

2 2 (np~2)
ﬂaésy(a)(.t-/;}f =5
, @ @ @
If wo consider that the cample v, .yg veo ynp

has been taken from en infinite pipulstion, Then under lnesr
nodsl, taling the expectation, wo ooo thyt LA.S 7 % and W,

H8. < 4 Tho imequality doow not hold, therefore 1f W s
larga, the estimate based on regression mothed i more effiolent
ag conparsd to the estimate based on varying probabilitles,

/
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2,11 Jlluetrations A agwple survey for estimating the Milk
yield of the covs was conducted in Qujarat state in the year
1963=64. The data givan bdolow gives the mo. of cows in

different scasons,

L T AN S el W -— s s OB Sp W o .t "=

Tillage E:;n;{ “Consug data [ Rainy Season | Summar Sezgon

Enameratad Emmorated
1) +(2)
1 145 e )
1 309 8 / 37
I ¢ g/ 2
IV 6 4 2
v 48 Pt \ 32
7 T , 18 ._ 18
7¢: 82 24 80
vIxx 1 14 1
Iz 199 12 17
x 31 29 24
a 85 22 22
1 36 1 - 20
AIST 19 - -
XXV 10 is .20
v 240 193 100
xvi 116 129 1.4
IvIX 119 186 182
XVIIX 877 122 129
xax L 8s 22

& 3¢ 18 23

---h_-ﬂ-ﬂ—h-“----_-ﬂ-ﬂ-—-—-—----
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Supposs a sample of 10 villages 18 taken at the rainy eeason.
vith &R.8, Ip the suesmar soscon 8 villages ars retained fros
the previous yesar with varying probability. RPr sclecting these
§ villeges devide the sample of 10 villages into 8 groups of
tvo villagaps each and from each group select ome village with
probability proportional to the mo. of ¢ows in that village in
the rainy season, '

Thue we have

=20 ; B 10 /s mp =3
2 /

U = 103,98 z,ima:,m.a.es,

3: (L = 2174.68 3 /"2 = 0746

Thus V& = 101.32 ,

VB = 80,94

For regrossion method v:& = 188,58
Therefore

v ';n) s 47,92

V(2 Fn‘ wa)) 61,38

!

The relative officiency of estimate on the mmmer season

using varying probability eatizato ae tomparsd to eatimate wvhen
regrepaion wathed 4a used will be 124,.02%.



3.1 Hore tho mesthed ef varying probabilities in the succes:ive
sampling will be studied vhen on tho 1#% occasien the units ave
dravn wvith varying probabilities of sslection, On ths 2nd
occasion coms unitg are retained with s.r.s. fros the units
sampled on the previous oo‘canon end the remasining unit s are

draun safregh with vorying probabllities of selecticn , from the
population $tself, The present scheme of saupling is particuls ly
importznt wvhere sume information on en m.}.nm variabls Lo givea
and 1t ie decided to asal gn the pmbabint&;e’o oo the bad g of

/

this auxiliovry variasble, /

2.2 ing with lagements

en the first ococasion & units are drawm o?:t of N, Wl th
varyiang probsbilitiecs of uhceioq/p’_ and with replacessrt ,
0o the 2nd occasinn np uniis are retained with e.r.q. from
the n units sampled on the Llst occasion and the vemaining menp
= nq units sre dravh a frosh, with vurying probatilities of seloction
p‘,m the population iteelf,
et

¥y @ the valme of the charaoter for the i $h sampling

unit of ths population.
X3 * the valus of the auxilinry variabls for the L th

unit,
.}
1=l

(1) ) ® @
doflos,sy = y/Npy 8 =y /up mds wy [ap,

whares the suffix (1) and (2) denotes the 1at and 2nd ocoasion,



(1)
= .
n(:’_)at—*-'i-ﬁ; P ;td"“l"' Ty
) 1) )
B(l )aL—- ?E(! )“‘3").. H "g
i=1
-(2)

(1) (1)
z‘-,q)a—-’*-gun )=y
2 /
(1) o't ,
V(s ) 3 ——pg— /
2 1)
1 (1) 1) (
4 2)
2 Pl () (
Y(:‘))w——-‘:— mdv{aq)' :q
1 2) (13 (2) (¢ ®)
W(Bci.;)m b @ 0
2(0) A (1) (),
vhaere B = ‘};1 pi n‘. -3
2 (2) () o
(.(a) - él pi 3& = B ’

2 ) @ @ @)
/)'u) @ 4&"2;; (O ,

£ )('I. -5

3.8 low for thoe estimation of the paramaters at ths 2nd occaalen

we oan take a linear furction of ths form,
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A 2 1) - <{2) ~(2)
;iafn;;i )s a gipc b:;nq s Q snp » 4 im)
(1) ) (1) (1)

g(,()ma{gi)naxtsupohﬂiam)

(%) =(2)
005(5)*¢ R(an )

(1) (2}
s {ase*h) Yy + { o+ 8) ¥y '

A2) -(2) ‘

i ¥ is an unbiased getimate for 7}6 we must have
L

a*b=0ant cedsi. y

There fore ths equadicn cen be written in the following form

A (@) <0 () {8 «(2)
Y, ® % T alsy = a, drea 1-0)!,,q

. (2}
whore a and © are deternined oo that V( s, ) 1s minimum

() 2 (1) .a.() (3)
V(s ) nV(l‘p)ra V(l )#0 ¥ s ap)
+l&-o) v( l( })02uc v ( ;3 ;::))
{
2 (oo 6%“’} 8 { ( @) o

: 1
e {120 ﬂf@ . Bae /,“(1)'(",«31 ﬁ( ) ggta)
nq np
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By differentiating and equating to sero we get

(1) @2 < {2)
. Ps s Ty 3
i-4g ;ﬁ Iﬂ') o2 Gﬁﬂ
and
e= P
1@ /33 ;1 )

Thus the estimator with optimum values for a and ¢, can be
written &3 (4) (@) (2) ‘

/

@ Pe s ora n L
o " (1-g /32 a(1)a(®)y 1) (85 = %aq )

1) (2
&) q(xva/?:( L& @

¢ —F——y ey Yt — % =
*® i-qg /J2 s B R) -

h»-qa/.)gl 2

4 ......(3.31)
&) 5@ e R 0

ad V )
o ® g A 40) 4@)

cones(3.32)

liow to find the value of @, for vhich thie variance {5 minizum.
B fforentinte with m;rpoct to g ard equating zero, we mw
ho- /_1 - /)g s(l)ﬂ(a)'
ST
=¢ 1) <5 /99(1’.‘2’ . Ga®
=

¥ yn )cpt g 2o (1=~ J"i:;oﬂﬂ_ly 5‘2)‘) 2 o

crense . +(8.33)

o.ooooooo-o(3034)
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3.4 ain in E neys

$£ there had been no repetition or the smple had been
mpletoly mm.
(2) (@)

A —————

Wy, Jgsi1or0™ " a

Thersfore

-(2)
Wy, )

=(2)
L {1 7, )em Q h

7
/

o P q 2/ i a-.-o.ooo(son)

Thus the officiency of this proud}{r‘o for esgtimating the
sean at the 2nd oconsion as compared to the one with independent
sample each time or with completely retained sampls will always
be more, and 4¢s value will depend on replacemant fracticn of the
sanple,

1

8.5 Sampling without Replacements

On the first occasion n units arc drawn, out of H, vith
varylog probabilities of selsction p* and without repl cement
bty random grouping procadure. On ths 2nd oconsion np units are
rotainedvith g.r.e. from the n unitas asmpled on the 1lst occasion
and the remaining n~ np =2 nq uoite ars drown afresh from thé popit=
lotion iteelf, vith unequal probabllitiss without replacédant by
random group procedurs,

(1) () (2) 7(2’

i

a —-L : = 3

Lot s 3 F emd 8 .—E_LE1

1 1
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vhere x, By
‘Iﬂl‘t
"L
o -
B( ;(:))a;iﬂ; 7(- )’; @ { % (1) 2(1);

Now for the estimation of the pmnq’tm’c at the 2nd occasion

we can take a linssr function of the form, /
/

(=)  _(2) {3 - () ~(2)
Vg = 3, ° -(:{ ?‘c (s,(,q))*c(l‘ )+ d( Byy )

(2} (2

If yn iz a unbiamﬂ emmu of ¥g » aqzmt.g.on ¢an ba written
]

as

<2 R () () -(2) @)

ynﬂlnﬂa(l )-s )*0(! )+ (1~0) s pg

2 () 2

i ¢
?( y=a v(aup e ?(au))-&a Cov{ = 3 (1)

®np* ®nq

2 2
v ¥ -( )) . (1-0) v( ‘;':q)) +
L0 @ /
+ 2 a0 Qov { "ap* Sup ) IR {3.51)
2
= of -ﬁ-; ’-An—a ) <Fult) o (;%- %_)(..’(2)’

s g e

2
5*_......
(5

- b

L)
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2
o ( 170)2 E-—i——' : ! g;i..!&f) - ,:(2) J

51 o 5y

1) (2 1 2
02!0(-L._._1—’/Jl()|()5’l() (5”.
mp n

- 1) 1 2
+ 2a0 t-—-‘——-—nﬂ . p.(i-) n( (;( ! ﬁ( )
fa}  N(B=1)

(1) S
I W
;‘pﬁ( = 7 )¢ * Vg )

1) )
{ (3) ¢ 2)
J¢! L (Zor ) { o .g-,‘”’)f?

.

/3'(1).(2) .

hbonlJ— axd §, = B
 § n

I
=(8) 2 . 31) 2 22)
Vs, )=a (-}6— -a-g-) s oo(-g; —%-) 'l
o (81) /
- (2) 2 ‘
’(11-0)2 2=m8__ [ % ( Te . y:),j
ng No(tel)  tal p :

v a0 Aol Gl <ul®) 4 2 ag( A - d) S

..l.‘..l.....(a.sa)
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The value of at € can be obtained by differentialing

v( E,‘f)) W th respect to at ¢ and equating to sero we got

‘e 6,_3(2) H-nq[ K~ np~q N - nq
W Q) C D e E(npd) =
cesaens eoees(8.53)
s b o0 oA, f-m (¥-np-q)
° (t=np-q) Pq ?‘(H'np‘d (N-1)p
/ d ¢sssssasnee (3-“)
/

Thus the estimator with the optimum vdlue of a and ¢ can be

written agi= \

\
/

O
e[S B ftmze o _Bopg | 1
i <3 q(&-1) £ (1) p o (N~np-q) Pq J
~(1) ()
(8~ B, ) ¢ <2 ¥~ nq ‘
P K3 (8~np-q PQ ?(N—np-q)_((—lﬁ;tﬂ]
(2) [ - * (N-np~q)
~ra . _ 1 -;E—-Qﬁ__ '
J? g (o ¢* (B-np-q) Y e }
§ (2) : -
-] ﬁnq srevsssevsses o(3u55)

and the variance of this egtimator is given by

-2 2 -

n[;--ﬁ =™ i, , S-ng (n'np"q}f]

q Hefppmq P ® (N-np-q) §W-1)p
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‘ N~ nq ; cof2) cerevene(3B)
nq (8 -2)



4.1 then some information on an puxiliary varlste is
given and it 45 desired to use the information, Unite can be |
golocted with probability proportional to the auxiliary varl able,
Now 4f wo sslect units on the firat occasion with probability
proportional to the auxillsry variate. .Agapon the 2nd occaslon
the information on the variable sampled on ths firgt occesion
is alao glven. It may be advantsageous to use the information,
collected on the previcus occaaion, for selecting the units to
bo retaimad at the successive occasions,
4.2 Samoldng ydth Replacement

fn ths first occasion n unite are sslacted from the
given population conteining N unite xdt{: ths pmbiliticsof
gelection pt(N) and without replacement., The population is
randomly divided iuto n groups atd from each of them groups a
unit is celected independently, following the sampling procedure of
Raoy Hartley andi Cochran., On the 2nd occasion, np units are
selected out of n, with the probabilities of selo ction pi{n) end
with replacement. Remaining nq units are sclected from the

population itself with probsbilities of colsotion pt{R) and with-
out replacement.

lat
¥y © the value of the character for ths ¢
sarpling unit of the population

X, = the value of tha auxilisry varinte for the

i th unit
R

i
(R =2t ® ) pb(B
Pt() - Tra_ );1 (%)
"%



If the somple on the firat occasion &s obsorwed
a8 y‘}’y{’*).....yi 2. 13’!:3?1::3 moan a.a?u')on the
gad occasion np units are selectsd, from tho units eelsctsd
on the firest occasion, with probabilitins of selection p‘(n)
end with replacement .

Lot 12 }

!/
’bz“‘ﬁ'%i / 5“1;2...-3
o
i i= 1'2 vageld
8 /
5 p; (o)

wp op op g5y 3
=(2)
Expagted valus of ynP iz given os

Bv )= v ) 1 P
"o "t (Vp 1B B (L Ty

np ﬁ
= (_1;_ A
e nvExE“ np(n) =B -2 I-?;
(2)

"E(H’=ﬁf fs (-—. nm...n)
T /y,






5.1 In thoory of esupling techniqaos, the information on
ancillary charactors often play a vary isportant part, nmmely
reducing the varisnce of catimated character, They can e
used, for unsqual probsdility sanpling, for forzinz rotio
and regrosaion estimators and finally for stratifying the
population into relatively bouogenegus ctrata, If there are
wore than one ancillary cheracters corrvelated with the variats
voder estimatiun, thaso techziquas oan be combined to producs
conslderably more officient estimators,

the problea {u $ts mood ganergl fort may be stated
thus; Glven p cucillary varistes x;, X3 eese xp. 1at the
population 1 first stratified on the baeis of B( Xy Xy "”p)
and then 1n eny particular otrstun 1, the urdte ere ssspled
vith probatility proportional o P ( x, X «eo %) and finally
the mean fn that stratus 13 sgtinated by an estimalor of the
form.

- <3
Vm"‘&—nt ‘y;‘-o /Jy' o .._.K.

& 1 Tep ('Ej' ”1,33 |
there N $8 the elze of ssaple in that stratum ard
¥ !
A L - 'ﬂ.“
ll P’. ( ﬂl.fg:op ’p) .1?‘3
—-'L! .

t. P..( X ‘2'u3 )
§a 1] P

¥ .|
o . 13 . ”'i'; "
TRl "R P LY R =14
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1 = 2
2 ; -\ 2 _ -
&7 - %‘;‘19;’ (r;, - ru‘) eri E{’ (7, 'i,ﬂ"
5
and /)’ g ;;Pis (7 - 71,5) (7, - 31.81)
. '] F .
1, 1 S o &S
R \

!'u being tie pumerical yalus of some function
?(xn, Xygr oo xip)onthejthmtorlthstmtm.

The estimator for the population msan 1g thsn

) vho =W
re  anamiie

Thus for optimal ucs of the ancillary variates the

A

variance exprossion,

vEnio. A _® (2
ml 13) 1‘1" n‘ 6_}; /JYi)FO

should be minimised for the functional fores B{ =, Hgese zp).
P(&gxeooo xp)w F(IL. 'aoou xp)giwnthattbl
=ultiple regression surface of y on X% +.. X ie given by

B ( ’) u R ( p "o /
2 iaie

Lot Xy Ry wve xlp bs the ancillary variates and A

the variete under sgtimation, L = 1, 2 ... N, If the
regrossion eurfacs of ¥y, OB Myys Xyp eees ¥ be B ( r“) -

a(xu,xﬂ...z‘p)mnwcatho



ot 43 3=

"j =R ( ‘i.l' “2 ves ‘lp ) * .ij -..........(5.21)

vhere B ( oy /i) = 0 and B ( ° °t'l/ 14 4) 20 ...(5.22)
and | ( .:’ /1) = V(Itlg :12 sew l‘p ’ 'ao.(’o”)

In relation (5,23} therc 1s a= implicit assymption that
the confitional variance exprepsions of y“ ( for fixed 4 )
are representsd by the ssme functional form ¥( x50 xia...xw).
Ko specifie form nssd be apsigned to thip function at this
stage, //

The procsdure adopted in audsequent pages, for evaluating
the efficiency of different sampling proosdurvs, and for deter-
mizing the cunditions undor wilch m particalsr procedure may
yiald optimal results, will consist of finding the expectations
of firite population sampling varlances for d4ifferent procsdures
and then deteraining the optimal cormiitions in terma of parese~
tors belonging to super population,

5.8 Some pogsidle ostimates,

5-3.1&.?1‘““;&
- yl=m = e & 7 - 2
B(r,)ur,.”yn)-%- c,sg;u-;-ti:q(r’;r,)

5.9.2 p, p. 6. esiimate ';;

-

u‘?‘lF “‘1’ xiaoot x’.p"?l Z’ 0 for all 4

and i?lul
i=1



wg 4§ g=

' P y' =y
mtr'*-ﬁ;rz~=33=i "

¥ oz b

6l ,’Ba& imy 3
2
Tea B(y )2y V(g )= €y

2 - 8
k&;ﬂm o "y' = é?i ( yi - Y‘..)

8.3.8 Regrossion estimute ;ﬂ

Reht Lo -6_:-(? ~n )1 E(F) =7

A

e V(yp, )& (i~
i " b 4 /371
. X
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Hev wé shall find the expeotations of certain flanits
population paramepers that will de nesdsd for our purpose,
expectations boing evaluated wmder the assymptions (1.1} ..
(1+2) and (1.3).
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and (5.4.21) vith ( 3.4.42)
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This has to bs winimised with reapect to P, subjoot to the

coﬂdiuﬂn E p = 1,
1=1.
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By Schuars's fnequality, we have
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Thus by taking p.p.s. sanpling procadure with ¥( Xy Xen
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5.8 Compariscon ketween simple regression estimate and varying
Prokabi litice regression estimate.
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Hence we ses that there is not mush hope of improvement
by introducing varying probability when all the {information
has already bsen used in regression egtimate,
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(5.7) In a particulsr case vhen p = 2, 1,@ given tw auxiliery

variates x, end 112 for each unit of the charsctor under study

1l
sey ¥, We can form two types of estimates (1) regression

estimate (i1) p.p.s. regression astimate.

For simplicity sabs ue assume that % and '2 ars
linearly related with y of the form

11 = ‘1 ‘11_. l! xiz d e‘ ssssen ae (5.“)
Latimates are given by f /
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(11) In this estimate we use xu.for the regresaion
and Xe0 for the varying probabilities,
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(3.7.1) Comparison of oxpscted variunces of the two estimatas.
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Tho estimate ;a will be more efficlent as compared to

tho estimcte }'& s

—

Viyg) < V()

x
e oG =%
- 2 _ & — I
or -N—-E—G“ é;ﬂﬂ?—[L%;--H- Eax
- 11
; Zﬂg(xz:;'"xl)
cr!i(x-a)iox Y A _u :(82 —-—..11)
& Py xy

’ Z"ta(‘z"""""a)

........-.(5.7.12)

2 2
tiov under the assymptions <& < & .
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Hence L.H.8 12 slwagy lesser than § ( ¥~1) ond 4n
gost of the cases R.H.6. will be grezter then N ( N=1), /
Becauss dominating term of the R.H.8. 1s )~ which
Pi -
attaine winimum when P, = -%-. and in that cage the valuo of
R.H.S. in most of the cases will, be greater then 8 ( N - 1),
Therefore 4in moot of the casus 4f 18 advisabls to use

the information as regression estimatse for obtaining precise
eotimstes,
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5.8 Comparison of regression estimate with ( p.p.s.)
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Therefore, regression estimate is always better than ( p.p.s.)

in the preseant model,



In the pressnt study, sucosssive smspling with umequal
probabilties has been considered {n the first thres chapters.
And in the last the techniquwy of coadaing the fnformetion on
ancillery characters has also been studied,

In the successive asapling threo casss have bdeen
considered 1.0, (1) wvhen the units at the first occasion
golip usits are retainod with probabilty propertional to the
sises of the unites as observad on the previous occasion,

The rosulta are compared with regression e¢timste uiich

ghous that the regroassion ¢etimate is l;a‘tlr ap compared to
the eatimate bessd on probadility pm}ﬁ;:nioml s lsction,
then § the number of uzite in the population is large vhied
18 svidently sbown by Desh Raj (1938) in the l\hnphu- sazpling.
put 4€ § end np the o, Of units retaiomed are gnall the
estimate boaed on prodability proportional is more efficlent
&89 coxparsd to ths esiim:=te based on regression uune.\w; R,

In the 2ad case when sone information on auxilery
variate is given on the 1st oceasion the units are selscted
vith probadility proportionsal to the siges of the auxilary
variate and at the 2nd ocoasionsud esmple is selected by the/
gethod of asiapls random saxpling, khereas in the 3rd case
at both the occasions units are selected with probadility
proportional to the aiges determined by the auxilary variable,
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In the last vhen wors thsp ont waeillary charasters
anrTelated with the variats under consideration avre gives,
the tesdxiques of ratle, regresaion unequal probability
stratification are combined to produce more efficieut astimates
and they are emmpared with the usiel wuethods,
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