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Abstract
Rice is generally grown under completely flooded condition and providing food for more than half of the world’s population.
Any changes in weather parameters might affect the rice productivity thereby impacting the food security of burgeoning
population. So, the crop yield forecasting based on weather parameters will help farmers, policy makers and administrators to
manage adversities. The present investigation examines the application of stepwise multiple linear regression (SMLR), artificial
neural network (ANN) solely and in combination with principal components analysis (PCA) and penalised regression models
(e.g. least absolute shrinkage and selection operator (LASSO) or elastic net (ENET)) for rice yield prediction using long-term
weather data. The R2 and root mean square error (RMSE) of the models varied between 0.22–0.98 and 24.02–607.29 kg ha−1,
respectively during calibration. During validation with independent dataset, the RMSE and normalised root mean square error
(nRMSE) ranged between 21.35–981.89 kg ha−1 and 0.98–36.7%, respectively. For evaluation of multiple models for multiple
locations statistically, overall average ranks on the basis of R2 and RMSE of calibration; RMSE and nRMSE of validation were
calculated and non-parametric Friedman test was applied to check the significant difference among the models. The ranking of
the models revealed that LASSO (2.63) was the best performing model followed by ENET (3.07) while PCA-ANN (4.19) was
the worst model which was found significant at p < 0.001. The reason behind good performance of LASSO and ENET is that
these models prevent overfitting and reduce model complexity by penalising the magnitude of coefficients. Then, pairwise
multiple comparison test was performed which indicated LASSO as the best model which was found similar to SMLR and
ENET. So, for prediction of rice yield, these models can very well be utilised for west coast of India.

Keywords Stepwisemultiple linear regression .Artificialneuralnetwork .Least absolute shrinkageandselectionoperator .Elastic
net . Rice yield prediction .Weather data

Introduction

Rice is principal food grain crop of India which occupies
about 43.50 m ha area with the production of 104.32 million
tons (Government of India, Ministry of Agricuture and
Farmers Welfare: Deparment of Agriculture Cooperation,

and Welfare 2016). As rice is mainly cultivated under flooded
conditions, any change in climate which leads to reduction in
water availability might impact the productivity and produc-
tion to great extent (Bhuvaneswari et al. 2014). From past few
decades, rice production and productivity in India have shown
a remarkable growth. In this regard, crop yield forecasting is
essential for proper planning and policy-making to manage
the excess produce (Dutta et al. 2001). There are mainly two
types of approaches to forecast crop yield: crop simulation and
empirical statistical models (Bocca and Rodrigues 2016).
Crop simulation models are process-based and input data-in-
tensive. Though crop simulation models are precise, hardly
these models can be applied to large spatiotemporal scales
due to unavailability of sufficient input data. On the other
hand, empirical statistical models are simple and require less
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input data. So, statistical models using crop yield and weather
data by means of simple regression techniques have been
broadly used as a common alternative to process-based
models (Lobell and Burke 2010; Shi et al. 2013). Though
applicability of statistical models are limited beyond the space
and time of the regression, can offer many insights about
historical yield and weather interactions and can be utilised
to update the other kinds of models (Lobell and Burke 2010;
Lobell et al. 2011; Basso et al. 2013). For successful crop yield
forecasting based on weather information, statistical models
should be first calibrated and tested using historical dataset.
Dutta et al. (2001) had developed district wise yield model for
rice in Bihar using meteorological data and concluded that
models were able to predict pre-harvest crop yield with good
accuracy. Pandey et al. (2015) determined the individual and
joint effect of weather variables on rice yield of eastern Uttar
Pradesh. They found that individually, sunshine (hour) is more
important for yield forecasting followed by wind velocity and
rainfall (with R2 = 67.57, 48.63 and 46.74%, respectively).
The combined effect of weather variables like rainfall and
wind velocity (R2 = 82%), rainfall and sunshine hour (R2 =
63%) and wind velocity and sunshine hour (R2 = 53.8%) were
also found important for crop yield modelling. Similar to this,
Rai et al. (2013) also developed forecasting model for rice
using multiple regression technique and reported that model
developed by joint effect of weather variables had given best
yield prediction results. Singh et al. (2014) developed
weather-based statistical crop yield prediction model of rice
and wheat for eastern Uttar Pradesh. They found that models
were able to explain 51 to 79% variability for rice yield while
it was 65 to 92% for wheat yield.

Most of the studies in the past have used multiple linear
regressions (MLRs) to develop statistical crop yield prediction
model (Rai et al. 2013; B S Dhekale 2014; Dhekale et al.
2014; Kumar et al. 2014). But MLR suffers from over-fitting
when the number of samples is less than the number of pre-
dictors and multicollinearity, when the independent variables
are correlated (Verma et al. 2016). To overcome these prob-
lems, feature selection (e.g. stepwise multiple linear regres-
sion (SMLR), least absolute shrinkage and selection operator
(LASSO) or elastic net (ENET) method) or feature extraction
(e.g. principal component analysis) statistical techniques can
be used (Das et al. 2017). Though in few studies PCA has
been used in conjunction with MLR (Azfar et al. 2015;
Verma et al. 2016; Annu et al. 2017), comparison of the per-
formance of feature selection, feature extraction and combina-
tion of both the methods for forecasting the crop yield is
scarce. In this context, our study has found scope to develop
and select a statistical forecasting model for rice using various
regression techniques for west coastal region of India with the
objectives (i) to develop district-wise crop yield prediction
models using different multivariate models and (ii) to evaluate
the predictive performance of the developed models.

Material and Method

Data collection

Time series data of rice yield (Oryza sativa L.) for western
coastal districts of India for 33 years (1983 to 2015) has been
obtained from State Department of Agriculture, Department of
Agriculture, Cooperation,Ministry of Agriculture, Government
of India. Location details of district selected fromwestern coast-
al zone are presented in Fig. 1. West coastal regions belong to
monsoon-type climate with short dry winter season (Am, ex-
cept Trivandrum which belongs to class Aw) according to
Koeppen’s classification, experience monsoon rainfall from
June to September. Due to favourable climate conditions, rice
crop is generally cultivated during the kharif (rainy) season.

Daily weather data were col lected from India
Meteorological Department (IMD) for 1983 to 2015
(33 years). Solar radiation data were obtained from NASA’s
Prediction ofWorldwide Energy Resources (NASA/POWER;
power.larc.nasa.gov). Data gaps were filled using maximum
likelihood estimation which operate by estimating a set of
parameters that maximise the probability of getting the
estimates from the sample data that is analysed, and it
provides a deterministic result (Collins et al. 2001). The data
on five weather variables namely maximum and minimum
temperature (Tmax and Tmin, °C), relative humidity (RH,
%), solar radiation (SRAD, MJ m−2 day−1) and rainfall (mm)
for 20 weeks of the crop cultivation, which includes 23rd
standard meteorological week (SMW) to 43rd SMWhad been
used in the study. Daily data of Tmax, Tmin, RH and SRAD
had been converted into its weekly average values while
weekly sum of rainfall has been considered (Fig. 2). Out of
the 33-year data, 29-year data were used for model calibration
while remaining 4 years data were used for model validation.

Weather indices calculation

Two types of weather indices were developed for each weath-
er variable, i.e. simple and weighted weather indices. Simple
weather indices were generated by summing the individual or
interaction of weather parameters by taking weekly two
weather variables at a time. Weighted weather indices were
generated from sum product of individual or interaction of
weather variables and it is in correlation with crop yield. The
formula for computation of simple and weighted weather in-
dices are given below.

Simple weather indices:

Zij ¼ ∑
m

w¼1
X iw ð1Þ

Zii0 j ¼ ∑
m

w¼1
X iw X i0w ð2Þ
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Fig. 2 Flowchart representing stages in model preparation. SMLR, PCA, ANN, LASSO and ENET denote stepwise multiple linear regression, principal
component analysis, artificial neural network, least absolute shrinkage and selection operator and elastic net

Fig. 1 Location of the selected districts (created using GoogleEarth)
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Weighted weather indices:

Zij ¼ ∑
m

w¼1
r jiw X iw ð3Þ

Zii0 j ¼ ∑
m

w¼1
r j
ii0w

X iw X i0w ð4Þ

where

Xiw/Xii′
w

value of ith/i′th weather variable under study in wth
week,

rjiw/r
j
ii′

w

correlation coefficient of yield with ith weather
variable/product of ith and i′th weather variables in
wth week

m week of forecast
p number of weather variables used

The formation of weather variables for weather indices,
thus, generated are presented in Table 1.

Multivariate techniques

To develop good crop yield prediction model, seven different
types of multivariate analysis techniques are used in this study.
Details of those models are given as follows:

Principal component analysis

In our study, we have performed principal component analysis
(PCA) on all 42 weather indices calculated for each district.
All the input variables were normalised by subtracting the
minimum from each value and divide by the range, (x −
min)/(max −min) before PCA analysis. As per the bench-
marks set by Brejda et al. (2000) the principal components
(PCs) with eigenvalues more than 1 were only considered.
PCA was performed to avoid the over-fitting due to high di-
mension and large interdependency among independent vari-
ables. The first PC interprets maximum variability present in
the data, and each subsequent component interprets remaining
variability (Sharma et al. 2008).

Artificial neural network

In the present study, we have used three layers namely input,
hidden and output feed-forward artificial neural network
(ANN). Each layer consists of neurons or nodes interconnect-
ed with each other. The number of nodes in input and output
layer is fixed by the dataset used. The main problem in the
implementation ANN is to find the optimum number of hid-
den neurons or nodes. We have selected the number of hidden
nodes by ‘train’ function of the ‘caret’ package using the
method ‘nnet’ with 10-fold cross-validation in R software
(Kuhn 2008). In the present study, all 42 indices were used
as inputs whereas yield was the response variable (Fig. 3).

Stepwise multiple linear regression

Multiple linear regression (MLR) is the standard and simplest
approach for development of calibration models. But its ap-
plication for dataset with independent variables greater sample
number is not always successful (Balabin et al. 2011).
However, feature selection in the form of stepwise MLR
(SMLR) gives good results over large dataset. Stepwise re-
gression procedure was adopted for selection of the best re-
gression variable among many independent variables (Singh
et al. 2014).

Principal components analysis-stepwise multiple linear
regression and principal components analysis-artificial neural
network

PCA followed by SMLR or ANN is the combination of fea-
ture extraction and selection method for data analysis. To
overcomemulticollinearity problem amongweather variables,
PC scores were used as regressors for SMLR and ANN to
develop the crop yield models (Verma et al. 2016). PCA de-
composes the original data matrix X into twomatrices P and T
as

X ¼ TPT

Table 1 Simple and weighted weather indices

Parameter Simple weather indices Weighted weather indices

Tmax Z10 Z11

Tmin Z20 Z21

Wind Z30 Z31

SRAD Z40 Z41

RH Z50 Z51

Rain Z60 Z61

Tmax*Tmin Z120 Z121

Tmax*Wind Z130 Z131

Tmax*SRAD Z140 Z141

Tmax*RH Z150 Z151

Tmax*Rain Z160 Z161

Tmin*Wind Z230 Z231

Tmin*SRAD Z240 Z241

Tmin*RH Z250 Z251

Tmin*Rain Z260 Z261

Wind*SRAD Z340 Z341

Wind*RH Z350 Z351

Wind*Rain Z360 Z361

SRAD*RH Z450 Z451

SRAD*Rain Z460 Z461

RH*Rain Z560 Z561
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The matrix P is usually referred to as loadings matrix and
the matrix T as score matrix which are orthogonal to each
other. The superscript T indicates transpose of a matrix.
Loadings are linear combinations of the original variables.
The matrix T contains the original data in the rotated coordi-
nate system.

Least absolute shrinkage and selection operator and elastic
net

Least absolute shrinkage and selection operator (LASSO) and
elastic net (ENET) are two shrinkage regression methods used
for handling multicollinearity. These methods deal with
multicollinearity by penalising the magnitude of regression
coefficients. LASSO and ENET have two parameters namely
lambda and alpha which needs to be optimised. The optimal
lambda values for LASSO and ENET were selected by
minimising the average mean square error in leave-one-out
cross-validation (Piaskowski et al. 2016). The other tuning
parameter alpha was set at 1 for LASSO and 0.5 for the
ENET. In the present study, ‘glmnet’ package was used for
LASSO and ENET implementation in R software (Friedman
et al. 2009). The glmnet solves the following problem:

min
β0;β

1

N
∑
N

i¼1
wil yi;β0−β

T xi
� �

þ λ 1−αð Þ βk k22=2þ α βk k1
h i

ð5Þ

over a grid of values of λ covering the entire range. Here, l(y,
η) is the negative log-likelihood contribution for observation i;

e.g. for the Gaussian case, it is 1/2(y − η)2. The ENET penalty
is controlled by α and bridges the gap between LASSO (α =
1, the default) and ridge (α = 0). The tuning parameter λ con-
trols the overall strength of the penalty (Hastie and Qian
2014).

Model performance

For testing the performance of developed statistical forecast-
ing models, R2, root mean square error (RMSE) and normal-
ised root mean square error (nRMSE) were calculated using
the following formula:

R2 ¼
1
n ∑

n
i¼1 Mi−M

� �
Oi−O

� �

σMσO

0

@

1

A

2

ð6Þ

RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

n
∑
n

i¼1
Oi−Mið Þ2

s

ð7Þ

nRMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

n
∑
n

i¼1
Oi−Mið Þ2

s

� 100

O
ð8Þ

Mi: model output; M and σM: mean and standard deviation

of model output, respectively; Oi: observations; O and σO:
mean and standard deviation of observations, respectively. R2

values close to 1 and RMSE close to 0 indicate better model
performance. According to nRMSE, the model is considered
excellent, good, fair and poor when the values ranged < 10%,
10–20%, 20–30% and > 30%, respectively (Jamieson et al.
1991).

Fig. 3 Schematical representation
of the ANN used in the study. Zij
indicates weather indices, Wk, n

and Wo, n are hidden-input and
output connection weights
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Comparison of multivariate models

For multiple datasets, the models should be evaluated using
statistical hypothesis testing (Demšar 2006; Garcia and
Herrera 2008; Soares and Anzanello 2018). For evaluation
of models, non-parametric tests are preferred as outputs of
multivariate models do not follow any probability distribution
(Soares and Anzanello 2018). So, we have used non-
parametric Friedman test for testing the significant difference
among the models. If the test was found significant, then
pairwise multiple comparison test was performed to identify
the best model (Demšar 2006). The models were ranked on
the basis of R2, RMSE of calibration and validation (RMSEC
and RMSEV) and nRMSE of validation, and average ranks
across the districts were calculated to identify the best
performing model. The average ranks were used for
Friedman test followed by pairwise multiple comparison test.

Results

Summary statistics of yield data

The summary statistics of yield data pertaining to west coastal
districts of India over the years 1983 to 2015 is presented in
Supplementary Table 1. Maximum yield from the collected data
was found in Alleppey district of Kerala (3247.99 kg ha-1)

and minimum yield was observed in Uttar Kannada district
(1111.87 kg ha-1) of Karnataka. The standard deviation of the
yield across the districts varied between 264.98 and
456.47 kg ha-1. The normality of the yield data was tested using
normal Q–Q plot and Jarque-Bera test (Fig. 4). The yield data
were found to be normally distributed as indicated by Jarque-
Bera test (p value > 0.05) for all the districts except Udupi (p
value = 0.02). The normal Q–Q plot also confirmed the normal-
ity thereby fulfilling the basic assumption of parametric models
(MLR, LASSO and ENET).

Rice yield forecasting models

Stepwise multiple linear regression model

The yield prediction models developed using SMLR are shown
in Table 2. The coefficient of determination (R2) was significant
at 1% probability level for all the districts of the west coastal
zone of India. R2 RMSE ranged between 0.62 (Alleppey) to
0.94 (Kozhikode) and 67.70 kg ha-1 (Kozhikode) to 253.01
kg ha-1(Alleppey). The most influential weather parameter
identified using SMLR was temperature followed by SRAD,
RH and wind as identified by decoding the Z variates. All the
selected Z variates were having significant positive influence
(p < 0.05) on rice yield except Z20, Z260 and Z160 for Udupi,
Dakshina Kannada and Kottayam districts, respectively.
During validation, the highest RMSE was recorded in

Fig. 4 Normal Q–Q plot for rice yield in 14 west coastal districts
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Alleppey (645.48 kg ha-1) while the lowest was found in
Kannur district (66.63 kg ha-1). According to nRMSE values
computed during validation, the model predictions were

excellent for Raigad, Thane, Ratnagiri, Kozhikode, Kannur
and Trivandrum while it was good for North Goa, South
Goa, Uttara Kannada, Dakshina Kannada, Kottayam and

Table 2 The yield prediction models for different districts of West Coast developed using SMLR

Sl.
No.

Districts Equation R2
c

(p < 0.01)
RMSEC
(kg ha−1)

RMSEV
(kg ha−1)

nRMSEV
(%)

1. Raigad Y = − 1508.19 + (0.291 × Z120**) + (2.447 × Z241**) 0.78 136.47 151.74 5.71
2. Thane Y = 5194.129 + (163.790 × Z21**) + (1.490 × Z41**) 0.65 226.97 67.79 2.74
3. Ratnagiri Y = 3304.736 + (26.464 × Time**) + (1.203 × Z141**) 0.81 162.95 91.43 3.09
4. North Goa Y = 1334.24 + (1.35 × Z41**) 0.62 148.19 420.43 14.71
5. South Goa Y = 490.37 + (162.73 × Z11**) 0.84 94.09 439.55 15.78
6. Uttara

Kannada
Y = 2192.766 + (100 × Z21*) + (80.897 × Z31*) + (0.611 × Z241*) 0.80 109.70 331.28 15.44

7. Udupi Y = 10,599.760 − (17.845 × Z20**) + (101.815 × Z31**) + (0.647 × Z141**) 0.80 107.57 511.86 20.01
8. Dakshina

Kannada
Y = 4512.547 + (12.201 × Time**) + (70.592 × Z21**) + (1.786 × Z121**) +

(1.276 × Z241**) − (0.005 × Z260**)
0.93 73.82 453.21 16.94

9. Alleppey Y = − 319.043 + (1.621 × Z151**) + (3.127 × Z341**) 0.62 253.01 645.48 21.26
10. Kozhikode Y = 2200.645 + (25.544 × Time**) + (12.886 × Z51**) 0.94 67.70 179.43 7.42
11. Kannur Y = 3170.280 + (26.376 × Time**) + (37.499 × Z21**) + (0.012 × Z450*) 0.98 33.39 66.63 3.05
12. Kottayam Y = 3329.476 + (24.641 × Time**) − (0.008 × Z160**) + (0.181 × Z361**) −

(0.080 × Z120*)
0.88 89.00 364.88 12.21

13. Kollam Y = 1788.134 + (25.640 × Time**) 0.75 114.80 267.71 10.57
14. Trivandrum Y = 3506.844 + (29.367 × Time**) + (0.601 × Z241**) -

(0.378 × Z120**) + (1.480 × Z141*)
0.93 84.16 227.44 9.01

R2
c coefficient of determination of calibration, RMSEC root mean square error of calibration, RMSEV root mean square error of validation, nRMSEV

normalised root mean square error of validation

*Significance at 5% level; **significance at 1% level

Table 3 The yield prediction models for different districts of West Coast developed using PCA-SMLR

Sl. No. Districts No. of PCs Equation R2
c (p < 0.01) RMSEC

(kg ha−1)
RMSEV
(kg ha−1)

nRMSEV (%)

1. Raigad 8 (92.87) Y = 2008.317 + (16.893 × Time**) + (130.831 × PC1**) 0.66 170.55 158.45 5.96
2. Thane 9 (93.77) Y = 2071.509 + (182.517 × PC6**) + (185.429 × PC2**) +

(265.752 × PC1**)
0.69 212.09 290.86 11.82

3. Ratnagiri 7 (97.56) Y = 1858.34 + (32.69 × Time**) + (103.05 × PC2*) 0.77 176.99 68.07 2.30
4. North Goa 6 (96.35) Y = 2629.791 + (161.194 × PC3**) 0.54 165.39 489.99 17.15
5. South Goa 6 (94.48) Y = 2594.547 + (158.643 × PC3**) − (20.927 × Time*) +

(74.872 × PC2*)
0.86 88.80 602.00 21.62

6. Uttara Kannada 7 (93.89) Y = 1723.037 + (159.402 × PC2**) + (123.384 × PC3**) 0.74 124.61 408.81 18.91
7. Udupi 8 (94.05) Y = 1718.268 + (159.685 × PC1**) + (97.018 × PC4**) +

(63.885 × PC6*) +
(62.837 × PC8*) + (55.414 × PC5*)

0.81 106.13 788.05 31.21

8. Dakshina Kannada 7 (94.74) Y = 1761.73 + (19.84 × Time**) + (81.36 × PC4*) +
(50.56 × PC5*)

0.82 114.39 981.89 36.70

9. Alleppey 8 (96.08) Y = 1845.286 + (32.787 × Time**) 0.45 301.55 258.92 8.34
10. Kozhikode 7 (95.09) Y = 1437.888 + (28.191 × Time**) + (40.335 × PC4*) 0.92 71.84 154.56 6.47
11. Kannur 7 (96.06) Y = 1529.010 + (26.755 × Time**) + (37.338 × PC6**) +

(21.395 × PC5*)
0.95 37.02 77.32 3.54

12. Kottayam 7 (97.03) Y = 2117.768 + (19.999 × Time**) + (78.815 × PC3**) +
(59.670 × PC2*)

0.82 107.87 301.36 10.09

13. Kollam 7 (97.56) Y = 1788.134 + (25.640 × Time**) 0.75 114.80 267.71 11.71
14. Trivandrum 6 (93.79) Y = 1517.627 + (37.662 × Time**) 0.83 131.34 185.34 7.34

Values in parenthesis indicates percentage variability explained by respective number of PCs

R2
c coefficient of determination of calibration, RMSEC root mean square error of calibration, RMSEV root mean square error of validation, nRMSEV

normalised root mean square error of validation

*Significance at 5% level; **significance at 1% level, respectively
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Kollam districts. The performance of the developed models
was fair for Udupi and Alleppey districts with nRMSE values
of 20.01 and 21.26%, respectively.

Principal components analysis-stepwise multiple linear
regression model

PCA feature extraction method followed by SMLR is used for
rice yield forecasting. The number of principal components

(PCs) selected according to the eigenvalues more than 1 con-
ditions were able to explain more than 90% variability present
in the dataset for all the districts (Table 3). The number of PCs
retained ranged between 6 and 9. Only Z variates were taken
into consideration for PCA score generation. However, during
model development, the PCA scores with time were taken as
input variables. The R2 was maximum for Kannur (0.95) with
RMSE of 37.02 kg ha−1 and minimum for Alleppey (0.45)
with RMSE of 301.55 kg ha−1 during calibration. We

Table 4 The yield prediction models for different districts of West Coast developed using ANN

Sl. No. Districts No. of hidden neurons R2
c (p < 0.01) RMSE (kg ha−1) RMSEV (kg ha−1) nRMSEV

1. Raigad 09 0.75 132.37 292.49 11.00

2. Thane 08 0.85 154.48 439.54 17.87

3. Ratnagiri 05 0.98 60.19 386.67 13.07

4. North Goa 04 0.94 24.02 680.07 23.80

5. South Goa 03 0.95 51.46 462.32 16.60

6. Uttara Kannada 09 0.71 142.22 297.01 13.73

7. Udupi 06 0.69 138.25 630.40 24.97

8. Dakshina Kannada 09 0.96 54.53 573.99 21.40

9. Alleppey 03 0.84 168.48 794.29 25.57

10. Kozhikode 12 0.93 68.56 529.93 34.76

11. Kannur 02 0.92 83.71 304.27 19.95

12. Kottayam 03 0.84 185.87 412.96 13.82

13. Kollam 10 0.70 132.05 748.04 25.04

14. Trivandrum 05 0.93 113.81 380.45 15.01

R2
c coefficient of determination of calibration, RMSEC root mean square error of calibration, RMSEV root mean square error of validation, nRMSEV

normalised root mean square error of validation

Table 5 The yield prediction models for different districts of West Coast developed using PCA-ANN

Sl. No. Districts No. of hidden neurons R2
c (p < 0.01) RMSEC (kg ha−1) RMSEV (kg ha−1) nRMSEV

1. Raigad 02 0.75 142.23 440.80 16.58

2. Thane 04 0.74 198.04 144.72 5.88

3. Ratnagiri 02 0.89 121.91 314.49 10.63

4. North Goa 01 0.22 244.44 187.96 6.58

5. South Goa 03 0.83 118.59 137.31 4.93

6. Uttara Kannada 03 0.96 51.00 449.11 20.77

7. Udupi 01 0.81 113.13 760.31 30.11

8. Dakshina Kannada 02 0.94 68.94 618.22 12.69

9. Alleppey 02 0.64 248.57 440.28 14.17

10. Kozhikode 02 0.91 91.87 521.99 33.68

11. Kannur 02 0.87 94.22 159.74 7.32

12. Kottayam 03 0.79 112.02 377.90 12.65

13. Kollam 02 0.78 112.36 689.79 23.09

14. Trivandrum 01 0.89 139.88 426.72 16.84

R2
c coefficient of determination of calibration, RMSEC root mean square error of calibration, RMSEV root mean square error of validation, nRMSEV

normalised root mean square error of validation
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observed that time was the most important variable affecting
the crop yield followed by PC2 and PC3. RMSE during val-
idation ranged between 68.07 kg ha−1 (Ratnagiri) and
981.89 kg ha−1 (Dakshina Kannada). The developed models
performed excellent for Raigad, Ratnagiri, Alleppey,
Kozhikode, Kannur and Trivandrum with nRMSE of 5.96,
2.30, 8.34, 6.47, 3.54 and 7.34%, respectively during valida-
tion while the performance was good for Thane (11.82%),
Uttara Kannada (18.91%), North Goa (17.15%), Kottayam
(10.09%) and Kollam (11.71%) districts. For Udupi and
Dakshina Kannada, the prediction was poor with nRMSE of
31.21 and 36.70%, respectively.

Artificial neural network and principal component
analysis-artificial neural network model

For development of ANN model, the Z variates were tak-
en as inputs whereas, for PCA-ANN model, the PCA
scores generated from PCA analysis applied on Z variates
were used. The optimum number of hidden neurons var-
ied between 1 and 12. The number of hidden neurons was
less in case of PCA-ANN as compared to ANN as the
number of inputs was much less in PCA-ANN. The pre-
dictive performance of the models as indicated by R2 and
RMSE during calibration varied between 0.69–0.98 and
24.02–185.87 kg ha−1 for ANN (Table 4) and between
0.22–0.96 and 51–248.57 kg ha−1 for PCA-ANN (Table
5). However, during validation with independent dataset,
the RMSE and nRMSE ranged between 292.49 to
794.29 kg ha−1 and 11 to 34.76% for ANN and between
137.31 to 760.31 and 4.93 to 33.68% for PCA-ANN. The
performance of ANN model was found good for Raigad,
Thane, Ratnagiri, South Goa, Uttara Kannada, Kannur,
Kottayam and Trivandrum; fair for North Goa, Udupi,
Dakshina Kannada, Alleppey and Kollam and poor for
Kozhikode with respect to nRMSE of validation while
for PCA-ANN, the performance was excellent for
Thane, North Goa, South Goa and Kannur; good for
Raigad, Ratnagiri, Uttara Kannada, Dakshina Kannada,
Alleppey, Kottayam, Trivandrum; fair for Kollam and
poor for Udupi and Kozhikode. For none of districts, the
performance was found excellent while using standalone
ANN during validation. The range of RMSE and nRMSE
during validation was found superior in PCA-ANN as
compared to ANN unlike during calibration which
indicted overfitting when using ANN alone. This result
is in line with previous findings of Suleiman et al.
(2016) while comparing ANN and PCA-ANN for
predicting roadside particulate matter but differs with
Kumar i e t a l . ( 2016 ) wh i l e compa r i ng MLR,
autoregressive integrated moving average (ARIMA) and
ANN model for predicting pigeon pea yield in Varanasi
region.T
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Table 8 Descriptive statistics of
climatic variables Tmean (°C) Wind (m s−1) SRAD (MJ m−2 day−1) RH (%) Rainfall (mm year−1)

Mean 27.1 4.7 17.3 85.5 2734.8

Maximum 32.4 11.0 26.9 94.1 3636.7

Minimum 22.9 1.2 1.5 38.8 1790.3

Standard
deviation

1.1 1.7 3.8 4.9 544.2

CV (%) 4.0 37.1 21.8 5.7 19.9

Table 7 The yield prediction models for different districts of West Coast developed using ENET

Sl. No. Districts Equation R2
c (p < 0.01) RMSEC (kg ha−1) RMSEV (kg ha−1) nRMSEV

1 Raigad Y = −422.228 + (Time × 1.753) + (Z11 × 25.835) +
(Z41 × 0.029) + (Z121 × 0.113) + (Z141 × 0.029) +
(Z241 × 0.352) + (Z251 × 0.291) + (Z451 × 0.137) +
(Z461 × 0.0007)

0.84 119.60 246.31 9.26

2 Thane Y = 1887.276 + (Z11 × 13.075) + (Z21 × 39.389) +
(Z41 × 0.149) + (Z121 × 0.184) + (Z141 × 0.149) +
(Z151 × 0.1527) + (Z241 × 0.064) + (Z251 × 0.124) +
(Z341 × 0.711) + (Z451 × 0.124) + (Z461 × 0.0077)

0.76 197.90 240.38 9.77

3 Ratnagiri Y = −384.2118 + (Z20 × 0.943) + (Z21 × 32.915) +
(Z51 × 8.355) + (Z240 × 0.0325) + (Z250 × 0.019) +
(Z251 × 0.590) + (Z260 × 0.002) + (Z261 × 0.016) +
(Z341 × 0.019) + (Z361 × 0.011) + (Z451 × 0.031) +
(Z460 × 0.001) + (Z461 × 0.005) + (Z560 × 0.0001)

0.98 35.59 348.48 11.78

4 North Goa Y = 1786.423 + (Z21 × 0.479) + (Z121 × 0.324) +
(Z241 × 0.310) − (Z460 × 0.0006) + (Z461 × 0.014)

0.72 200.74 134.18 4.70

5 South Goa Y = 7979.20 − (Z10 × 7.036) + (Z11 × 92.507) +
(Z41 × 0.023) − (Z50 × 0.014) + (Z121 × 0.522) +
(Z141 × 0.029) − (Z150 × 0.013) + (Z261 × 0.0001) −
(Z340 × 0.048) + (Z341 × 0.969) + (Z451 × 0.0068)

0.90 71.63 95.20 3.42

6 Uttara Kannada Y = 2030.744 + (Z21 × 32.519) + (Z31 × 22.065) +
(Z41 × 0.128) + (Z61 × 0.065) + (Z141 × 0.128) +
(Z161 × 0.003) + (Z231 × 0.085) + (Z241 × 0.139) +
(Z351 × 0.189) + (Z451 × 0.001) + (Z561 × 0.0007)

0.81 112.13 389.40 18.01

7 Udupi Y = 5378.858 + (Z11 × 16.053) − (Z20 × 4.733) +
(Z21 × 51.568) + (Z31 × 26.329) + (Z41 × 0.0812) +
(Z121 × 0.079) + (Z131 × 0.399) + (Z141 × 0.081) +
(Z231 × 0.590) + (Z241 × 0.081) + (Z351 × 0.212) +
(Z361 × 0.035) + (Z451 × 0.016) + (Z461 × 0.002) +
(Z561 × 0.001)

0.94 61.65 830.11 31.56

8 Dakshina Kannada Y = 3053.82 + (Time × 8.293) + (Z11 × 7.822) +
(Z21 × 47.213) + (Z41 × 0.219) + (Z51 × 8.463) −
(Z60 × 0.0054) + (Z61 × 0.045) + (Z212 × 0.762) +
(Z141 × 0.221) + (Z151 × 0.063) + (Z241 × 0.186) −
(Z260 × 0.0008) + (Z451 × 0.038) + (Z461 × 0.0013) +
(Z561 × 0.0005)

0.93 71.66 731.83 27.28

9 Alleppey Y = 1417.182 + (Time × 6.504) + (Z151 × 0.534) +
(Z241 × 0.014) + (Z341 × 0.690) + (Z451 × 0.020)

0.69 243.03 669.61 21.56

10 Kozhikode Y = 844.422 + (Time × 14.334) + (Z11 × 2.557) +
(Z41 × 0.020) + (Z51 × 9.149) + (Z61 × 0.096) +
(Z141 × 0.020) + (Z251 × 0.095) + (Z361 × 0.024) +
(Z561 × 0.002)

0.94 65.34 317.48 13.12

11 Kannur Y = 2134.676 + (Time × 19.967) + (Z11 × 4.689) +
(Z21 × 28.185) + (Z340 × 0.021) + (Z450 × 0.0005) +
(Z461 × 0.014)

0.97 42.12 21.35 0.98

12 Kottayam Y = 2512.320 + (Time × 14.457) + (Z41 × 0.020) +
(Z141 × 0.019) + (Z231 × 0.043) + (Z241 × 0.364) +
(Z351 × 0.0009)

0.77 143.16 95.20 3.42

13 Kollam Y = 1535.133 + (Time × 8.093) + (Z51 × 1.636) + (Z451 × 0.112) 0.79 155.98 118.60 5.19
14 Trivandrum Y = 1577.922 + (Time × 16.015) + (Z51 × 3.599) +

(Z61 × 0.086) + (Z161 × 0.0024) + (Z241 × 0.019) +
(Z251 × 0.133) + (Z261 × 0.0003) + (Z361 × 0.032) +
(Z451 × 0.028) + (Z561 × 0.00001)

0.91 97.31 253.14 10.03

R2
c coefficient of determination of calibration, RMSEC root mean square error of calibration, RMSEV root mean square error of validation, nRMSEV

normalised root mean square error of validation
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Least absolute shrinkage and selection operator and elastic
net

The models developed using LASSO and ENET and subse-
quent validation of the developed models is presented in
Tables 6 and 7. Maximum R2 was found for the Ratnagiri
district (0.98) with RMSE 37.57 kg ha−1 and the minimum
R2 was recorded for Alleppey district (0.68) with RMSE
250.73 kg ha−1. The Z variates were having positive influ-
ence on yield using LASSO except Z351 for Thane; Z450
and Z460 for North Goa; Z10, Z50, Z120, Z130, Z150,
Z251 and Z361 for South Goa; Z260, Z261 and Z360 for
Dakshina Kannada; Z20, Z251, Z260 and Z451 for Kannur;
Z10, Z151, Z460 and Z461 for Kottayam and Z10 for
Trivandrum while for ENET, these were Z460 for North
Goa; Z10, Z150 and Z340 for South Goa; Z20 for Udupi
and Z60 and Z260 for Dakshina Kannada district. The most
important meteorological variable included for LASSO
model was RH followed by SRAD and Tmin while it was
SRAD followed by Tmin, RH, Rain, Tmax and wind, re-
spectively for ENET model. Validation of LASSO model
revealed that the predictions were excellent for Raigad,
Thane, Ratnagiri, North Goa, South Goa, Kozhikode,
Kannur, Kollam and Trivandrum; good for Uttara
Kannada, Alleppey and Kottayam and fair and poor for
Dakshina Kannada and Udupi, respectively with respect to
nRMSE. The minimum nRMSE was recorded for South
Goa district (1.60%) and the highest was observed for
Udupi district (32.04%). For ENETmodel, the performance
according to nRMSE was found excellent for Raigad,
Thane, North Goa, South Goa, Kannur, Kottayam and
Kollam; good for Ratnagir i Ut tara Kannada and
Kozhikode, Trivandrum and fair for Dakshina Kannada
and Alleppey while it was poor for Udupi district.

Discussion

Effect of weather parameters on rice yield

Weather parameters have profound influence on rice yield.
The effect of temperature on rice yield has been reported

extensively (Nyang’Au et al. 2014; Sánchez et al. 2014;
Jagadish et al. 2015; Sridevi and Chellamuthu 2015; Cai et
al. 2016; Shi et al. 2016; Talla et al. 2017). The mean weekly
temperature of the study region during the rice-growing
season ranged from 22.9 to 32.4 °C (Table 8) which is very
much within the optimum temperature required for rice
growth (15–18 to 30–33 °C, (Nishiyama 1976). But some-
times, the maximum temperature exceeded 35 °C and these
extreme temperatures have destructive effect on rice growth
and yield (Yoshida 1981; Sun and Huang 2011).
Temperature affects the crop yield by changing the rate of
photosynthesis, respiration, spikelet sterility and length of
growing season (Wassmann et al. 2009; Krishnan et al.
2011; Rai et al. 2012; Akinbile et al. 2015). Higher temper-
ature found to decrease duration of crop life cycle thereby
shortens the grain filling period which leads to lower crop
yield and grain quality. Solar radiation has a positive impact
on rice yield by directly affecting the biomass accumulation
(Akinbile et al. 2015). Reduction in solar radiation particu-
larly during reproductive and ripening stage leads to reduc-
tion in yield (Rai et al. 2012). Higher RH has negative in-
fluence on crop yield as higher humidity causes reduction in
evapotranspiration thereby lowering the cooling effect due
to evaporation (Matsui et al. 2007; Wassmann et al. 2009).
High RH also causes incidence of pest and diseases which
leads to crop yield reduction. Higher vapour pressure deficit
during anthesis will lead to reduction of panicle temperature
due to transpirational cooling which helps in reducing the
high-temperature-induced spikelet sterility (Matsui et al.
2007). Wind indirectly affects the crop yield by changing
the vapour pressure deficit and transpirational cooling. The
selection of solar radiation as an important variable affect-
ing the rice yield using LASSO and ENET is in line with
previous studies (Zhang et al. 2010; Yang et al. 2015;
Oguntunde et al. 2018). The annual average rainfall in the
region varied between 1790.3 and 3636.7 mm (Table 8), out
of which 56.2 to 94.9% of rainfall received during June to
September. So, there is sufficient rainfall throughout the
rice-growing season in the region. However, high rainfall
during flowering and ripening stage may reduce pollination
and cause lodging which may lead to decline in yield and
quality (Yang et al. 2015).

Table 9 Multiple pairwise
comparisons of the multivariate
models using Friedman’s aligned
ranks post hoc test followed by
Bergmann and Hommel dynamic
correction of p values

SMLR PCA-SMLR LASSO ENET ANN PCA-ANN

SMLR – 0.111 1.000 1.000 0.111 0.054

PCA-SMLR 0.111 – 0.009 0.087 1.000 1.000

LASSO 1.000 0.009 – 1.000 0.009 0.002

ENET 1.000 0.087 1.000 – 0.087 0.037

ANN 0.111 1.000 0.009 0.087 – 1.000

PCA-ANN 0.054 1.000 0.002 0.037 1.000 –

Int J Biometeorol



Cross-comparison of the models

The ranking of the models on the basis of R2 and RMSE of
calibration revealed that LASSO was the best performing
model followed by ENETwhile PCA-SMLR was the worst
model. The order of performance of the model during cali-
bration was as follows: LASSO (2.52) > ENET (2.82) >
ANN (3.16) > SMLR (3.61) > PCA-ANN (4.20) > PCA-
SMLR (4.70). The models were also ranked using RMSE
and nRMSE of validation which was found as follows:
SMLR (2.55) > LASSO (2.75) > ENET (3.32) > PCA-
SMLR (3.38) > PCA-ANN (4.18) > ANN (4.82). The per-
formance of ANN was good during calibration while it was
the worst model during validation which indicated over
fitting as it uses all the 42 Z variates as input. The overall
ranking based on R2 and RMSE of calibration; RMSE and
nRMSE of validation revealed the order as LASSO (2.63) >
ENET (3.07) > SMLR (3.08) > ANN (3.99) > PCA-SMLR
(4.04) > PCA-ANN (4.19). The reason behind the better
performance of LASSO and ENET is that these models pe-
nalise the magnitude of coefficients with feature selection.
Penalisation prevents overfitting and reduces model com-
plexity by making some of the coefficients zero, which is
equivalent to the particular feature being excluded from the
model. It provides great computational advantage over
SMLR or ANN as the features with zero coefficients can
simply be ignored. The feature selection algorithms like
LASSO, ENET and SMLR performed better than methods
utilising all the weather indices like ANN as feature selec-
tion reduces over fitting and avoids multicollinearity pres-
ent in the dataset. During validation, the performance of
combination of feature extraction and feature selection
methods like PCA-SMLR and feature extraction with neural
network was found poor. This may be due to the fact that
PCA does not consider the dependent variable during trans-
formation of input variables. On the other hand, in the pres-
ent study, the components with large variances were
retained while those with small variances were rejected with
the assumption that components with small variance have
very little predictiveness in the regression which may not be
true always (Jolliffe 1982). For evaluation of multiple
models statistically, overall average ranks were calculated
and non-parametric Friedman test was applied to check the
significant difference among the models. Non-parametric
tests are preferred as outputs of multivariate models do not
follow any probability distribution. The Friedman test was
found significant at p < 0.001 which indicated the presence
of significant difference among the models. Then, the
Friedman’s aligned ranks post hoc test followed by
Bergmann and Hommel dynamic correction of p values
was performed for pairwise multiple comparison. The re-
sults indicated LASSO as the best model which was found
similar to SMLR and ENET (Table 9). All other multivariate

models did not revealed any significant difference among
them during multiple pairwise comparison.

Conclusions

In the present investigation, six different multivariate models
were compared for prediction of rice yield using long-term
weather variables and the results revealed that LASSO model
can be used for west coast of India. It was also found that the
performance of SMLR and ENET were at par with LASSO.
So, these models can also be very well utilised for rice yield
forecasting for the studied region.
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