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ABSTRACT 
Discrete values have important roles in data mining and 

knowledge discovery. They are about intervals of numbers 

which are concise to represent and specify, easier to use and 

comprehend as they are closer to the knowledge level 

representation than continuous ones. Data is reduced and 

simplified using discretization and it makes the learning more 

accurate and faster [3]. Support Vector Machine (SVM) 

developed by [15] is a novel learning method based on 

statistical learning theory. SVM is a powerful tool for solving 

classification problems with small samples, nonlinearities and 

local minima, and has been of excellent performance. In this 

paper, a new approach to classify data using discretization 

based SVM classifier, is discussed. This is an attempt to 

extend the boundaries of discretization and to evaluate its 

effect on other machine learning techniques for classification 

namely, support vector machines. 
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1. INTRODUCTION 
Support Vector Machine (SVM) is a novel learning method 

based on statistical learning theory. SVM is a powerful tool 

for solving classification problems with small samples, 

nonlinearities and local minima, and is of excellent 

performance. To address the discretization process of 

continuous-valued features in an efficient and proper manner 

has always been an important issue for any machine learning 

technique. Support vector machine is a widely used method 

for classification and have been used in variety of 

applications. The results of the experiment conducted in this 

study clearly show that the classification results using SVM 

are better when discretization of data is undertaken before the 

classification. However, various methods of discretization 

affect the classification accuracy. Therefore, it is important to 

decide a method to improve the performance of the SVM 

model. The points in the dataset that fall on the bounding 

planes of the hyperplane in a support vector machines are 

called support vectors. They play an important role in the 

theory as well as in the classification task at the prediction 

stage. Vapnik [13,14,15] has shown that if the training vectors 

are separated without errors by an optimal hyperplane, the 

expected error rate on a test sample is bounded by the ratio of 

the expectation of the support vectors to the number of 

training vectors. Since this ratio is independent of the 

dimension of the problem, and, if good set of support vectors 

can be found, good generalization is guaranteed. A good 

generalization is the objective from the classification task that 

is carried out using SVM after discretization. Even though 

support vector machines can handle continuous attributes, its 

performance can be significantly improved by replacing a 

continuous attribute with its discretized values. Data 

discretization is defined as a process of converting continuous 

data attribute values into a finite set of intervals and 

associating with each interval some specific data value. There 

are no restrictions on discrete values associated with a given 

data interval except that these values must induce some 

ordering on the discretized attribute domain. Discretization 

significantly improves the quality of discovered knowledge 

[3], [10] and also reduces the running time of various data 

mining tasks such as association rule discovery, classification, 

and prediction. In this study, we have also used two spatial 

datasets. These datasets have been used to examine the 

performance of the classification technique used for classical 

data mining task on it. Spatial datasets differ from non-spatial 

datasets as they have spatial aspects involved in it. Here, the 

spatial datasets used are in the vector format. The spatial 

attributes in the spatial datasets used, are latitudes and 

longitudes. The datasets were considered just to experiment 

with it using discretization based SVM classifier. In this 

paper, we have used Entropy method of discretization. We 

focus our work to find out the significance of discretization 

before classification using SVM.  

This paper is organized as follows: Section 2 gives the 

preliminaries about data pre-processing, discretization and 

Support Vector Machine. Section 3 describes the performance 

evaluation measure- Confusion Matrix. Section 4 gives the 

details of the Discretization based Support Vector Machine 

(D-SVM) model. Section 5 describes about the experimental 

setup, description of the data used and its analysis. Section 6 

contains the results and section 7 draws conclusions. 

2. PRELIMINARIES 

2.1 Data Pre-processing 
Data pre-processing describes any type of processing 

performed on raw data to prepare it for another analysis 

procedure. Data pre-processing is used as a preliminary step in 

Knowledge Discovery in Databases (KDD). It transforms the 

data into a format that can be effectively and conveniently 

mined for the purpose of the user. Data pre-processing is one 

of the most critical step in KDD process which includes the 

preparation and transformation of the original dataset. For 

data mining tasks like prediction or classification, many 

transformations may be needed to produce more accurate and 

efficient results. There are various steps in pre-processing like, 

choosing the object representation; mapping and collecting 

data; scaling large datasets; handling noise and errors; 

processing unknown attribute values; discretization of 

numerical attributes; processing of continuous classes; 
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grouping of values of symbolic attributes; Attribute selection 

and ordering; attribute construction and transformation; 

consistency checking. In this paper the data has been 

discretized as the pre-processing step before classification 

using SVM.  
 

2.2 Discretization 
Discretization of numerical attributes is one of the important 

data pre-processing techniques. Data discretization is defined 

as one of the way to reduce data used to change the original 

continuous attributes to discrete attributes [7]. It creates an 

appropriate number of intervals for data values thus 

transforming the continuous data values into the discrete 

values. The smaller data intervals usually contributed to more 

accurate predictive model which could cover higher prediction 

rates into new cases. Discretization is required particularly for 

rule-based data mining model such as decision tree and rough 

set classifiers [9]. In this paper, the datasets are discretized as 

the pre-processing step before classifying the data using SVM. 

 

There are many advantages of using discrete values over 

continuous one. Discrete features are closer to knowledge 

level representation [11] than continuous ones. Data is 

reduced and simplified using discretization. For both users 

and experts, discrete features are easier to understand, use and 

explain. As reported in a study [5], discretization makes 

learning more accurate and faster. In general, obtained results 

using discrete features are usually more compact, shorter and 

more accurate than using continuous ones; hence the results 

can be more closely examined, compared, used and reused. In 

addition to the many advantages of having discrete data over 

continuous one, a suite of classification learning algorithms 

can only deal with discrete data.  
 

2.3 Support Vector Machines (SVM) 
The foundations of Support Vector Machines (SVMs) based 

on statistical learning theory have been developed by Vapnik 

[15] and Burges [2] to solve the classification problem. The 

support vector machine (SVM) is the recent addition to the 

toolbox of data mining practitioners and are gaining 

popularity due to many attractive features, and promising 

empirical performance. They are a new generation learning 

system based on the latest advances in statistical learning 

theory. The formulation embodies the Structural Risk 

Minimization (SRM) principle, which has been shown to be 

superior [6], to traditional Empirical Risk Minimization 

(ERM) principle, employed by conventional neural networks. 

SRM minimizes an upper bound on the expected risk, as 

opposed to ERM that minimizes the error on the training data. 

It is this difference which equips SVM with a greater ability to 

generalize, which is the goal in statistical learning. SVM 

belongs to the class of supervised learning algorithms in 

which the learning machine is given a set of examples (or 

inputs) with the associated labels (or output values). Like in 

decision trees, the examples are in the form of attribute 

vectors, so that the input space is a subset of Rn.  SVMs create 

a hyperplane that separates two classes (this can be extended 

to multi class problems). While doing so, SVM algorithm tries 

to achieve maximum separation between the classes. 

Separating the classes with a large margin minimizes a bound 

on the expected generalization error. By “minimum 

generalization error”, it means that when new examples (data 

points with unknown class values) arrive for classification, the 

chance of making error in the prediction (of the class to which 

it belongs) based on the learned classifier (hyperplane) should 

be minimum. Intuitively, such a classifier is one which 

achieves maximum separation-margin between the classes. 

The two planes parallel to the plane are called bounding 

planes. The distance between these bounding planes is called 

margin and by SVM “learning”, i.e. finding hyperplane which 

maximizes this margin. The points (in the dataset) falling on 

the bounding planes are called the support vectors. “Machine” 

in Support Vector Machines is nothing but the algorithm [12]. 

SVM was designed initially as binary classifier i.e. it classifies 

the data into two classes but researchers have extended its 

boundaries to be a multi-class classifier. SVM was first 

introduced as a training algorithm [1] that automatically tunes 

the capacity of the classification function maximizing the 

margin between the training patterns and the decision 

boundary [4]. This algorithm operates with large class of 

decision functions that are linear in their parameters but not 

restricted to linear dependences in the input components. For 

the computational considerations, SVM works well on the two 

important practical considerations of classification algorithms 

i.e. speed and convergence. 
 

2.3.1 SVM and its parameter 
To construct an optimal hyperplane, SVM employees an 

iterative training algorithm, this is used to minimize an error 

function. According to the form of the error function, SVM 

models can be classified into two distinct groups:  

1. SVM for classification 

2. SVM for regression 

In this study we are dealing with classification problem, so the 

SVM for classification is described here. For SVM, training 

involves the minimization of the error function: 

  
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where, C is the capacity constant or the model complexity, w 

is the vector of coefficients, b a constant and i are 

parameters for handling non-separable data (inputs). The 

index i labels the N training cases. Note that 
1y

is the 

class label and xi is the independent variable. The kernel 


 is 

used to transform data from the input (independent) to the 

feature space. It should be noted that larger the C, the more 

the error is penalized. Thus, C should be chosen with care to 

avoid over fitting.  
 

2.3.2 Radial Basis Function (RBF)  
There are a number of kernels that can be used for support 

vector machine models. These include Linear, Polynomial, 

Radial Basis and Sigmoid. A radial basis function (RBF) is a 

real-valued function whose value depends only on the distance 

from the origin, so that ; or alternatively 

on the distance from some other point c, called a center, so 

that . Any function that 

satisfies the property φ(x)=φ(||x||) is a radial function. The 

norm is usually to use RBF, although other distance functions 
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are also possible. The following expression describes the RBF 

kernel for SVM: 

  2
exp cx  ,   where  >0  


 is called the RBF kernel parameter. The RBF kernel is the 

most popular kernel type due to its localized and finite 

response across the entire range of real x-axis. 
 

3. PERFORMANCE EVALUATION 

MEASURE: CONFUSION MATRIX 
Evaluation of the performance of the classification model is 

based on the counts of the test records correctly or incorrectly 

predicted by the model. These counts are tabulated in a table 

called Confusion Matrix. Table 1 depicts the confusion matrix 

for a binary classification model. Each entry fij in this table 

denotes the number of records from class i predicted to be of 

class j. For instance f01 is the number of records from class 0 

incorrectly predicted as of class 1. Based on the entries in the 

table the total number of correct prediction made by the model 

is (f11+ f00) and the total number of incorrect predictions is (f10 

+ f01). 

Table 1: Confusion Matrix 

 Predicted Class 

Class =1 Class =0 

Actual 

Class 

Class = 1 f11 f10 

Class = 0 f01 f00 
 

4. DISCRETIZATION BASED SUPPORT 

VECTOR MACHINE (D-SVM) 
The proposed model works in two steps. The first step is the 

data pre-processing step in which the data is discretized and in 

the second step linear SVM is applied on the datasets for 

classification. The parameter selection or the parameter search 

of SVM decision function „C‟ i.e. capacity or model 

complexity, doesn‟t get affected by discretization as 

discretization process works on the  

dataset rather than the model. Similarly, the parameter of the 

RBF kernel i.e. γ also remains unaffected by the discretization 

of the datasets before applying SVM. 

 

For evaluation k-fold cross validation is used: first, the 

training set is split into k equal parts (called folds). Then, k 

training runs are performed, where each time, one part is left 

out and is used as an independent validation set. An 

individual's fitness is then the average of k validations. In k-

fold cross validation, every data point appears once in the 

testing set, and k-1 times in the training set, thus reducing the 

dependence on how the data is divided. As k increases, the 

average performance estimate will be very accurate. However, 

computational time increases since the training algorithm is 

performed k - 1 times. The value of k used in this study is 10. 
 

5. EXPERIMENTS AND ANALYSIS 
Using the discretization methods before applying SVM, it has 

been observed that discretization simplifies data (continuous 

values are quantized into intervals) without sacrificing data 

consistency much (only a few inconsistencies occur after 

discretization). The ultimate objective of discretization of the 

datasets, i.e.—whether discretization helps improve the 

performance of learning and understanding of learning results 

before applying SVM, has been evaluated The kernel used for 

training is Radial Basis Function (RBF). The improvement is 

measured in terms of the classification accuracy.  The 

evaluation of the performance of the classification model is 

done using Confusion Matrix. As a general approach of 

solving classification problems, each dataset is split into two 

datasets training sample dataset and test sample dataset. 

Training dataset consists of the records having class labels and 

is used to build the classification model whereas the test 

dataset contains records without class labels and is used to 

validate the model, built by training dataset. Though 

discretization is usually a needless pre-process step for SVM, 

which can deal with continuous and hybrid attributes directly, 

it has been still attractive to use discretized datasets because it 

has improved the classification performance and reduced the 

training time. 
 

5.1 Data Description 
Three agricultural datasets have been selected from different 

areas of Indian agriculture targeting different objectives to be 

carried out using classification task. The datasets selected and 

collected are from various sources and methods. The datasets 

are of varying sizes and have varying features. The first 

dataset is CIMMYT dataset. CIMMYT dataset is a live 

dataset. The live dataset used for this comparative study is 

Rice dataset. This dataset is in vector data format of spatial 

databases. Spatial attributes in the datasets are latitudes and 

longitudes. The data is obtained from Resource Conservation 

Technologies from Rice-Wheat Consortium, CIMMYT, India. 

Here, only a small part of data with 50 observations has been 

used for illustration purpose. There are 4 classes in which the 

data has to be classified. Number of attributes in the dataset is 

10 including the class variable as well as the latitudes and 

longitudes being spatial attributes of the dataset. All the 

predictors are numeric. The CIMMYT dataset is modified as 

two different datasets: first by considering all the variables 

(latitudes and longitudes) as CIMMYT1, and secondly by 

ignoring the spatial variables, i.e. dropping the variables 

containing the spatial information, as CIMMYT2. The results 

may be different and the conclusions drawn here may change 

with the full set of data. The sample dataset is from different 

districts of Western Uttar Pradesh, India and contains different 

treatments (i.e. different kinds of seed cultivation), the spatial 

aspect of the location (longitudes and latitudes) with various 

biometrical characters of the rice plant. The task is to classify 

the varieties in different classes.  

 

Second dataset is the Haryana Farmer data set. For performing 

classification task, dataset pertaining to the farmers from the 

State of Haryana in India is extracted from the 54th round 

dataset from National Sample Survey Organisation of India. 

The data is extracted for the reason that characteristics of 

technology savvy farmers are expected to be different for each 

state because of the geographical conditions also. The dataset 

contains 40 attributes including the decision attribute. The 

dataset contains 36 nominal as well as 4 real valued attributes. 

Haryana Farmers dataset contains 1832 cases. Aim of 

classification is to classify the farmers who will and who will 

not adopt pesticides.  

 

Third dataset is the data is the primary survey data collected 

from 150 farm families of a cluster of three villages of 

Sonepat district in Haryana State for the year 2008. The data 

were collected with the primary objective of developing 

typology and identifying role of women in decision making 

for agriculture and allied activities and the impact of various 

socio-economic factors on women empowerment. In this 

regard, it was envisaged that access to ICT can also influence 
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their capability in taking decisions.  The dataset contains 11 

variables including a class variable. The predictors in the 

dataset are numeric as well as binary variable.  
 

5.2 Experimental Setup and Analysis 
D-SVM was run on 3 datasets.  All the three datasets are real 

datasets collected from agriculture domain. They have been 

collected from two different states of India namely, Uttar 

Pradesh and Haryana. For comparing the D-SVM 

performance with SVM, the datasets were classified using 

SVM also.  

 

The discretization of the datasets has been done in Rossetta 

software and SVM classification has been carried out in 

STATISTICA Data Miner of STATSOFT. Datasets have been 

discretized using supervised discretization algorithms namely 

Entropy method and Boolean Reasoning method and then the 

SVM classifier is applied.  The kernel used for training the 

SVM is Radial Basis Function (RBF).  SVM parameters have 

been tuned based on grid search method to find the best value 

of „C‟ and Gamma so as to improve classification. The 

improvement is measured in terms of the classification 

accuracy.  The error rates have been estimated using 10x10 

cross validation for all the datasets in the experiments 

conducted for this study. The evaluation of the performance of 

the classification model is done using Confusion Matrix. As a 

general approach of solving classification problems, each 

dataset is split into two datasets training dataset and test 

dataset. Training dataset consists of the records having class 

labels and is used to build the classification model whereas the 

test dataset contains records without class labels and is used to 

validate the model, built by training dataset. The splits used 

for the datasets are 70% to the training set and 30% to the 

testing set. The Discretization based SVM model has been 

used on both non-spatial and spatial datasets. The experiments 

were carried out and for each dataset; the results from a 

number of runs were obtained and averaged. For spatial 

datasets, an average of 10 runs is considered whereas for non-

spatial datasets, an average of 05 runs has been averaged. The 

ultimate objective of discretization of the datasets before 

applying SVM—whether discretization helps improve the 

performance of learning and understanding of learning results 

has been evaluated. The results obtained have been studied to 

establish the usefulness of discretization before applying SVM 

with respect to the classification accuracy and also the effect 

of discretization based SVM model on classification of spatial 

datasets.  

 

The datasets are split into train and test datasets, then the 

discretization algorithms (entropy based, boolean reasoning 

and equal-frequency) are used to discretize the train dataset 

one by one. Once the train dataset is discretized using any of 

the algorithms, the same cuts points [8] or intervals generated 

for the train dataset using the particular discretization 

algorithm are saved in a file and the same cuts points are then 

used to discretize the test dataset, for test dataset the class 

labels are not used during discretization. Once the data has 

been split (into train and test datasets) and discretized, the 

original dataset (i.e. the undiscretized data) has not been used 

anywhere in the study. The experiment was conducted with 8 

runs each for each datasets. Each run, means to classify the 

data at split of different seed value. Seed values used for splits 

are 1000, 900, 800, 750, 600, 500, 350, 100. The seed values 

were randomly selected. Classification using SVM was 

carried out on the discretized datasets so that the results can be 

compared and the effect of the discretization on SVM can be 

studied. CIMMYT dataset is spatial datasets in vector format 

with latitude and longitude as spatial attributes. 
 

6. RESULTS 
The results are shown in Table 2. Each result consists of the 

classification accuracy of the SVM learning technique with 

and without discretization of the datasets. On comparing the 

results of the algorithms, it was inferred that Discretization 

based Support Vector Machine (D-SVM) produced the model 

with highest accuracy for all the datasets (Table 2).    
 

Table 2: Comparison of average accuracy of two 

classifiers 
 

 

SVM classification using discretization (Fig. 1) shows that the 

results obtained are improved and better classification 

accuracy is attained. The parameter of SVM decision function 

i.e. capacity or model complexity doesn‟t get affected by 

discretization as discretization process works on the dataset 

rather than the model. Similarly, the parameter of the RBF 

kernel i.e. γ also remain unaffected by the discretization of the 

datasets before applying SVM. 
 

 

    

 
 

Figure 1: Comparison of classification accuracy of 

D-SVM with SVM 
 

Discretization yields the reduction in unique tuples by 

assigning the discretized value of the attribute to the objects 

whose numeric value lies in the corresponding discrete 

interval. Thus, we could observe that there had been a 

reduction in the number of support vectors per class during 

classification of the discretized dataset.  
 

7. CONCLUSION 
The study was undertaken with an aim to explore the effects 

of discretization on support vector machines. Although data 

discretization has been a step for applying machine learning 

technique of classification such as decision tree but it has not 

been tried for support vector machines classifier, the reason 

being its ability to handle continuous and hybrid data unlike 

the decision tree algorithm ID3, which can handle only 

discrete datasets for classification. Therefore, it has been tried 

to explore the effect of discretization of the datasets before 

applying SVM classifier. This was done with the aim of 
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attaining better classification accuracy without disturbing or 

distorting the parameters (C and γ) of SVM. The results 

clearly indicate that the accuracies of discretization based 

SVM are better as compared to the classification accuracy 

without SVM of the same datasets when they were classified 

without getting discretized. 
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