
1 23

International Journal of
Biometeorology
 
ISSN 0020-7128
 
Int J Biometeorol
DOI 10.1007/s00484-020-01884-2

Comparative evaluation of linear and
nonlinear weather-based models for
coconut yield prediction in the west coast of
India

Bappa Das, Bhakti Nair, Vadivel
Arunachalam, K. Viswanatha Reddy,
Paramesh Venkatesh, Debashis
Chakraborty & Sujeet Desai



1 23

Your article is protected by copyright and

all rights are held exclusively by ISB. This e-

offprint is for personal use only and shall not

be self-archived in electronic repositories. If

you wish to self-archive your article, please

use the accepted manuscript version for

posting on your own website. You may

further deposit the accepted manuscript

version in any repository, provided it is only

made publicly available 12 months after

official publication or later and provided

acknowledgement is given to the original

source of publication and a link is inserted

to the published article on Springer's

website. The link must be accompanied by

the following text: "The final publication is

available at link.springer.com”.



ORIGINAL PAPER

Comparative evaluation of linear and nonlinear weather-based
models for coconut yield prediction in the west coast of India

Bappa Das1 & Bhakti Nair1 & Vadivel Arunachalam1
& K. Viswanatha Reddy1 & Paramesh Venkatesh1

&

Debashis Chakraborty3 & Sujeet Desai1

Received: 25 July 2019 /Revised: 10 February 2020 /Accepted: 19 February 2020
# ISB 2020

Abstract
Coconut is a major plantation crop of coastal India. Accurate prediction of its yield is helpful for the farmers, industries and
policymakers. Weather has profound impact on coconut fruit setting, and therefore, it greatly affects the yield. Annual coconut
yield and monthly weather data for 2000–2015 were compiled for fourteen districts of the west coast of India. Weather indices were
generated using monthly cumulative value for rainfall and monthly average value for other parameters like maximum andminimum
temperature, relative humidity, wind speed and solar radiation. Different linear models like stepwise multiple linear regression
(SMLR), principal component analysis together with SMLR (PCA-SMLR), least absolute shrinkage and selection operator
(LASSO) and elastic net (ELNET) with nonlinear models namely artificial neural network (ANN) and PCA-ANN were employed
to model the coconut yield using the monthly weather indices as inputs. The model’s performance was evaluated using R2, root
mean square error (RMSE) and absolute percentage error (APE). The R2 and RMSE of the models ranged between 0.45–0.99 and
18–3624 nuts ha−1 respectively during calibration while during validation the APE varied between 0.12 and 58.21. The overall
average ranking of the models based these performance statistics were in the order of ELNET > LASSO > ANN > SMLR > PCA-
SMLR > PCA-ANN. Results indicated that the ELNET model could be used for prediction of coconut yield for the region.

Keywords Weather . Coconut yield . Predictionmodel . Artificial neural network . Sparse regressionmodels

Introduction

Coconut (Cocos nucifera L.) is mostly grown between the
north and the south equator in humid tropics, spreading over
more than 90 countries covering an area of about 12.9 Mha
and with a production of nearly 61.2 billion nuts (Naresh
Kumar and Aggarwal 2013). Major coconut growing coun-
tries are India, Malaysia, Sri Lanka and Philippines. Coconut

plays a significant role in the economy of these countries.
India has an annual production of 22.17 billion nuts over
2088.47 ha land with productivity of 10,614 nuts ha−1 (CDB
2016). It is the main source of income for the most resource-
poor families of coastal India. Coconut palm normally pro-
duces one bunch per month, and each bunch requires
38 months for its full development (Peiris and Peries 1993;
Ranasinghe et al. 2015). After opening of the inflorescence, a
period of 11 months is generally required for complete devel-
opment into nut (Pathmeswaran et al. 2018). Therefore, coco-
nut yield is subject to variations in climatic condition, espe-
cially after opening of the inflorescence. Being a perennial
crop, single generation of coconut experiences changes in
different climatic factors like change in CO2 concentration,
temperature, rainfall for the next 50 years of its growth
throughout its life, affecting the economic yield. In addition,
coconut can majorly be grown in the areas with high rainfall
and high humidity (Naresh Kumar et al. 2009a; Naresh Kumar
and Aggarwal 2013).

Studies have been carried out to evaluate the effect of cli-
mate on coconut production (Aggarwal et al. 2006; Naresh
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Kumar et al. 2009b). According to Ranasinghe et al. (2015),
the final yield of coconut depends on the early fruit setting
which can be affected due to hostile weather. Naresh Kumar
et al. (2007) studied cumulative effect of dry spell and rainfall
on coconut yield and concluded that dry spell occurrence in
1 year would affect coconut yield for subsequent years, and
the effect could be stronger on the fourth year irrespective of
the rainfall. According to Peiris and Peries (1993), rainfall in
January and Februarymonths wasmost effective while a high-
intensity rainfall in May–August months could have adverse
effect on the coconut yield. Rainfall during November and
December had significant adverse effect on coconut in Sri
Lanka. Peiris et al. (2008) using multiple linear regression
reported positive effect of rainfall during January–March in
all agro-ecological regions (AERs) and July–September on
coconut production in the wetter regions of Sri Lanka.
Rainfall, relative humidity and temperature of previous year
during February, June, July, September and December months
influenced the coconut yield to a large extent (Peiris and
Thattil 1998). Naresh Kumar et al. (2009b) developed coconut
yield prediction models with good to excellent accuracy (R2 =
0.591–0.997) using different weather variables and multiple
regression analysis for different agroclimatic zones of India.
Balakrishnan and Meena (2010) used advance regression
model i.e. artificial neural network (ANN) to forecast the co-
conut yield for the Andaman–Nicobar region using the using
yearly weather data. Jayashree et al. (2015) compared six dif-
ferent models namely multilayer perceptron, support vector
machine, decision tree, Naïve Bayes, fuzzy cognitive map
and data-driven nonlinear Hebbian in combination with fuzzy
cognitive map using both soil and weather variables for coco-
nut yield prediction. But the main problem of this study was
that the predictions were qualitative in terms of high, medium
and low. Though prediction of coconut yield by means of
simple and advance regression models based on weather pa-
rameters has been studied previously (Peiris et al. 2008;
Naresh Kumar et al. 2009b; Jayashree et al. 2015;
Jayakumar et al. 2016), comparison of multiple statistical
models received much lesser attention. On the other hand,
multiple linear regression (MLR) technique can be accepted
for a smaller dataset but its application is restricted when the
number of predictors is greater than the number of samples
(Balabin et al. 2011). To deal with such problem, feature se-
lection in the form of stepwise MLR or penalized regressions,
feature extraction in the form of principal component analysis
(PCA) and combination of these two methods of data analysis
like PCA-SMLR are advised (Das et al. 2018a). Feature se-
lection techniques aim to reduce the number of variables by
selecting a set of most important variables which best de-
scribes the dependent variable while feature extraction tech-
niques like PCA derive some new variables (PCs) from the
original variable while conserving the maximum variability
present in the original dataset. On this background, the present

study was undertaken with the objectives to develop and com-
pare the performance of linear models like stepwise multiple
linear regression (SMLR), principal component analysis
(PCA) followed by SMLR, least absolute shrinkage and se-
lection operator (LASSO) and elastic net (ELNET) with non-
linear regression model like artificial neural network (ANN)
and PCA-ANN for district-wise coconut yield prediction
models of the west coastal region of India.

Materials and methods

A total of fourteen districts from western coastal zone were
selected for this study: Thane (19.29° N, 72.97° E), Raigad
(18.51° N, 73.18° E), Ratnagiri (16.99° N, 73.31° E), North
Goa (15.49° N, 73.83° E), South Goa (15.39° N, 73.84° E),
Uttar Kannada (14.79° N, 74.68° E), Udupi (13.33° N, 74.74°
E), Dakshina Kannada (12.84° N, 75.24° E), Alleppey (09.49°
N, 76.33° E), Kozhikode (11.25° N, 75.78° E), Kannur
(11.87° N, 75.37° E), Kottayam (9.59° N, 76.52° E), Kollam
(9.01° N, 76.93° E) and Trivandrum (8.52° N, 76.94° E).

Daily data of four weather variables viz. daily maximum
(Tmax, °C) and minimum temperatures (Tmin, °C), wind
speed (m s−1), relative humidity (RH, %) and rainfall
(RAIN, mm) were obtained from the India Meteorological
Department (IMD), Pune, during the year 2000 to 2015
(15 years). Solar radiation (SRAD, MJ m−2 day−1) data were
downloaded from the National Aeronautics and Space
Administration’s Prediction of Worldwide Energy Resources
web portal (NASA POWER; https://power.larc.nasa.gov/
data-access-viewer/) as for most the stations daily sunshine
hours or solar radiation data was not available from IMD.
So, there might be some physical inconsistencies in the
inputs like rainy days with high solar radiation as solar
radiation data was taken from another source. To check that,
we have also calculated the solar radiation using the
Hargreaves and Samani (1982) equation based on maximum
and minimum temperature and extraterrestrial radiation (Ra).
Then the relationship of monthly NASA Power solar radiation
with monthly rainfall and Hargreaves and Samani (1982)
equation-based monthly solar radiation with monthly rainfall
was calculated. The results of the correlation analysis showed
that NASA power solar radiation was better correlated with
rainfall than Hargreaves and Samani (1982) equation-based
solar radiation (Supplementary Table S1). The negative corre-
lation for all the stations showed that the days with high rain-
fall were associated with low solar radiations. So, we have
used the NASA power solar radiation for modelling the coco-
nut yield. Daily data of Tmax, Tmin, wind, RH and SRAD
were converted into their monthly average values, while the
monthly sum for RAIN was taken. Yield data were collected
from the Coconut Development Board for year 2000–2014
and were used for calibration while the yield data of 2015
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was used for validation of the models. The coconut yield de-
pends on meteorological as well as non-meteorological pa-
rameters like area under coconut production, application of
irrigation, fertilizers and pesticides. The total non-
meteorological parameters have been growing steadily and
are difficult to quantify (Subash et al. 2013; Subash and
Gangwar 2014). Therefore, linear de-trended coconut yield
was used to develop weather indices (regressors) (Fig. 1).

Weather index approach

Earlier studies indicated that a joint effect of weather param-
eters was more successful for yield prediction than the indi-
vidual weather parameter approach. Therefore, two types of
weather indices i.e. simple and weighted (single, and interac-
tion of two weather variables in every possible combination)
(Ghosh et al. 2014) were computed using the following
formula:

Simple weather indices

Zij ¼ ∑
n

m¼1
X im ð1Þ

Zii0 j ¼ ∑
n

m¼1
X im X i0m ð2Þ

Weighted weather indices

Zij ¼ ∑
n

m¼1
r jim X im ð3Þ

Zii0 j ¼ ∑
n

m¼1
r j
ii0m

X im X i0m ð4Þ

where

Xim/Xi′m value of the ith/i′th weather variable under
study in the mth month

rjim/r
j
ii′m correlation coefficient of de-trended yield with

ith weather variable or product of the ith and
i′th weather variables in the mth month

n month of prediction
p number of weather variables used.

Use of weather variables to generate different weather in-
dices is presented in Table 1.

Multivariate techniques

The details of multivariate techniques used in this study to
develop coconut yield prediction model are described in the
following sections:

Artificial neural network

Artificial neural network (ANN) is a nonlinear machine learn-
ing technique which mimics the working principle of the hu-
man brain. It consists of interconnected neurons or nodes ar-
ranged in three groups namely input (one), hidden (one or
more) and output (one) layer. Each layer consists of neurons
or nodes interconnected with each other. The number of neu-
rons in the input and output layers is determined by the dataset
used while the optimum number of hidden neurons should be
optimized. In this investigation, the 42 weather indices and
year were used as input variables while coconut yield was
used as output variable and the number of neurons in the

Fig. 1 Flowchart demonstrating steps in model development
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hidden layer was tuned using ‘caret’ package with 10-fold
cross-validation in R software (Kuhn 2008). The activation
function for hidden and output layer used in the current study
was hyperbolic tangent and identity, respectively.

Principal component analysis

A principal component analysis (PCA) was performed
on all 42 weather indices for each district. According
to the benchmarks set by Brejda et al. (2000), the prin-
cipal components (PCs) with eigenvalues > 1 and which
explained ~ 95% of the total variation in the dataset
were considered. The main purpose of PCA is to con-
struct a linear combination of the original variables that
represent most of the variations present in the data set
under investigation with reduced dimensionality and
multicollinearity.

Stepwise multiple linear regression

Stepwise multiple linear regression (SMLR) is a linear
feature selection technique in which a model is built by
successively adding or removing variables based on the
p value of F statistic at each step (Draper and Smith
1998). In the present study, for inclusion or removal of
a weather index into the model, the p values were set at
0.05 and 0.10, respectively.

Principal components analysis-stepwise multiple
linear regression and principal components
analysis-artificial neural network

PCA followed by SMLR is the combination of feature extrac-
tion and selection method while PCA-ANN is feature extrac-
tion followed by nonlinear regression without any variable
selection. To overcome the problem of multicollinearity, PC
scores were used as predictor variables for SMLR and ANN to
develop the coconut yield models.

Least absolute shrinkage and selection operator
and elastic net

The least absolute shrinkage and selection operator (LASSO)
and elastic net (ELNET) are two sparse regression methods
used for handling the multicollinearity. These methods deal
with multicollinearity by penalizing the magnitude of regres-
sion coefficients. The difference between LASSO and
ELNET is that LASSO uses L1 regularization while ELNET
uses both L1 and L2 regularization. LASSO and ELNET im-
plementation have two parameters namely lambda and alpha
which should be tuned to prevent overfitting. The optimal
lambda values for LASSO and ELNETwere selected through
leave-one-out cross-validation (Piaskowski et al. 2016) while
the alpha was set at 1 and 0.5 for LASSO and ELNET,
respectively.

Model performance evaluation

For comparison of the models, statistical parameters like R2

and root mean square error (RMSE) were used for calibration
dataset using following formula:

R2 ¼
1
n ∑

n
i¼1 Mi−M

� �
Oi−O

� �

σMσO

0
@

1
A

2

ð5Þ

RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

n
∑
n

i¼1
Oi−Mið Þ2

s
ð6Þ

Absolute percentage error (APE) was used to test the model
during validation.

APE %ð Þ ¼ Mi−Oið Þ
Oi

����
�����

100

n
ð7Þ

Mi: model output; M and σM: mean and standard deviation

of model output, respectively; Oi: observations; O and σO:
mean and standard deviation of observations, respectively.
The models were ranked based on R2 and RMSE values for

Table 1 Simple and weighted weather indices

Simple weather indices Weighted weather indices

Tmax Tmin Wind SRAD RH Rain Tmax Tmin Wind SRAD RH Rain

Tmax Z10 Z11

Tmin Z120 Z20 Z121 Z21

Wind Z130 Z230 Z30 Z131 Z231 Z31

SRAD Z140 Z240 Z340 Z40 Z141 Z241 Z341 Z41

RH Z150 Z250 Z350 Z450 Z50 Z151 Z251 Z351 Z451 Z51

Rain Z160 Z260 Z360 Z460 Z560 Z60 Z161 Z261 Z361 Z461 Z561 Z61
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calibration; APE of validation and average ranks across the
districts were calculated to identify the best performingmodel.

Results

Coconut yield and climate of the study area

Descriptive statistics of coconut yield in the west coastal dis-
tricts of India over the years 2000 to 2015 are presented in
Supplementary Table S1. The yield varied between 2940 and
17,749 nuts ha−1 with a mean of 6953 nuts ha−1

(Supplementary Table S2). Coefficients of variation (CVs)
ranged between 1.25 and 56.02%. The average maximum yield
across the years was recorded in Raigad district (9885
nuts ha−1) while the average minimum was in North Goa dis-
trict (4965 nuts ha−1). The assumptions of normality of the yield
data for each district were tested using the Jarque–Bera test
which was found nonsignificant (p > 0.05). The study area falls
under hot humid ecoregion. The average monthly maximum
temperature varied between 25.9 and 38.0 °Cwith amean value
of 31.7 °C while the average monthly minimum temperature
ranged between 15.5 and 29.1 °C (Supplementary Table S3).
Average monthly wind speed, solar radiation and RH were
recorded as 3.9 m s−1 (1.4–10.0 m s−1), 19.7 MJ m−2 (0.0–
28.5 MJ m−2) and 77.6% (40.1–92.8%), respectively with
CVs of 37.1, 17.8 and 13.1%, respectively. The mean annual
rainfall of the region was 2734.8 mm (1790.3–3636.7 mm)
with a CVof 19.9%.

Stepwise multiple linear regression model

Coconut yield prediction models were evaluated using R2 and
root mean square error (RMSE) for calibration dataset
(Table 2). The R2 for SMLR was ranged between 0.57
(North Goa) to 0.98 (Kottayam). However, the RMSE varied
between 25 nuts ha−1 (South Goa) and 1857 nuts ha−1

(Raigad). In case of SMLR model, all weather indices except
Z50 for Thane, Z140 for Ratnagiri, Z240 for South Goa, Z450
and Z230 for Kottayam and Z120 for Trivandrum had positive
influence on the coconut yield. Decoding of weather indices
revealed that Tmin had the maximum influence on coconut
yield followed by RH and wind speed. The absolute percent-
age error during validation (APEV) varied between 0.86%
(North Goa) and 52.84% (Thane). Results indicated that the
predictions were satisfactory for all locations except for
Thane, Raigad, Ratnagiri, Udupi, Uttara Kannada and
Trivandrum where the APEV was > 10%. To test the
multicollinearity, variance inflation factor (VIF) was calculat-
ed for every independent variable selected through SMLR.
The VIF values revealed no or moderate correlation except
for Z130 and Z230 of Kottayam district.

Principal component analysis-stepwisemultiple linear
regression model

The number of PCs retained for various districts varied be-
tween 4 and 7 which were able to explain more than 90%
variability present in the dataset (Table 3). The maximum R2

was observed for Kottayam (0.98) with RMSE 58 nuts ha−1,
and minimum was recorded for Alleppey (0.53) with RMSE
551 nuts ha−1. All the PCs had positive influence on coconut
yield except PC5 and PC2 for North Goa and Udupi, respec-
tively. The RMSE ranged between 38 nuts ha−1 (South Goa)
and 2478 nuts ha−1 (Raigad). The APE during validation
ranged between 0.17% (North Goa) and 57.73% (Raigad).
The performance of the models was excellent during
validation for North Goa, South Goa, Alleppey,
Kannur, Kottayam, Kollam and Trivandrum districts
with APEV < 10%. The main problem with PCA anal-
ysis is that it is not possible to identify the underlying
predictor variable which is influencing the dependent
variable. The multicollinearity as indicated by VIF
values has been significantly reduced when principal
components were used as regressors over SMLR. The
reduction of multicollinearity was especially conspicu-
ous for Kottayam district.

Artificial neural network and principal component
analysis-artificial neural network model

For development of coconut yield prediction models using
ANN, the Z variates were standardized by substracting mean
from each case and dividing by the standard deviation while
for PCA-ANN the PCA scores were standardized and used as
regressors with time. Standardization was done to reduce the
multicollinearity and making the input variables scale inde-
pendent. The number of hidden neurons for ANN varied be-
tween 5 (Ratnagiri and North Goa) and 11 (Dakshina Kannada
and Kannur) (Table 4). For PCA-ANN, the number of input
neurons ranged between 5 and 8 depending on the number of
PCs retained while the number of hidden neurons varied be-
tween 1 and 6 (Table 5). Coconut yield was taken as output
neuron for both ANN and PCA-ANN. The R2 and RMSE
during model development varied between 0.46–0.95 and
19–3624 nuts ha−1 for ANN and 0.45–0.96 and 34–3024
nuts ha−1 for PCA-ANN. The APE during validation ranged
between 0.19 and 54.23% and 0.27 and 58.21% for ANN and
PCA-ANN, respectively. The validation of the models re-
vealed that the performance of the models was good for
Raigad, North Goa, South Goa, Alleppey, Kozhikode,
Kannur, Kottayam and Kollam districts both for ANN and
PCA-ANN. It is worth mentioning that PCA-ANNwith much
less number of input variable was able to provide comparable
performance with ANN.
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Least absolute shrinkage and selection operator
and elastic net

The maximum R2 was found for the Udupi district (0.99) with
RMSE 152 nuts ha−1 and the minimum R2 was recorded for

North Goa district (0.73) with RMSE 48 nuts ha−1 (Table 6)
for LASSO. Most of the Z variates had positive influence on
coconut yield. Further investigation of the Z variates selected
through LASSO unveiled that RH had impact on coconut
yield to the maximum extent followed by the impacts of

Table 2 Coconut yield prediction
models for different districts of
West Coast developed using
SMLR

Districts Predictor
variables

Coefficient VIF R2

(p < 0.01)
RMSE
(nuts ha−1)

APEV
(%)

Thane Constant 93,609.52 0.87 1506 52.84
Z351 16.84 1.002

Z50 − 1.90 1.002

Raigad Constant − 9102.60 0.83 1857 40.81
Z231 103.65 2.838

Z350 8.75 2.838

Ratnagiri Constant 1893.52 0.94 458 18.46
Z151 7.55 1.289

Z231 92.70 1.224

Z361 1.22 1.446

Z140 − 2.41 1.278

North Goa Constant 6596.75 0.57 58 0.86
Z121 0.84 1

South Goa Constant 5810.904 0.84 25 1.56
Z121 1.906 2.552

Z41 0.799 1.768

Z240 − 0.096 1.797

Uttara Kannada Constant 11,133.452 0.94 371 20.36
Z51 56.194 1.271

Z120 − 2.361 1.271

Udupi Constant − 1268.249 0.90 468 21.44
Z451 2.348 1

Dakshina
Kannada

Constant 37,313.764 0.83 1084 1.35
Z451 10.004 1

Alleppey Constant 25,692.1 0.76 393 4.81
Z11 275.271 1.702

Z241 5.195 1.702

Kozhikode Constant 9241.795 0.74 218 1.51
Z341 42.976 1

Kannur Constant 15,633.704 0.69 218 1.94
Z251 1.632

Z231 34.445

Kottayam Constant 5308.723 0.98 51 4.85
Z241 10.456 1.92

Z450 − 0.276 2.724

Z231 34.269 2.091

Z130 3.332 90.008

Z230 − 3.728 100.329

Kollam Constant 8022.054 0.77 415 2.79
Z51 60.242 1.251

Z161 0.123 1.251

Trivandrum Constant − 8088.323 0.93 155 14.49
Z121 24.675 2.067

Z261 0.138 1.464

Z120 − 1.801 1.566
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Tmax and Tmin. Wind speed was the fourth most important
variable affecting the yield. The APE of validation was less
than 10 except for Thane (46.10%), Raigad (10.95%),
Ratnagiri (16.29%), Uttara Kannada (17.28%) and Dakshina
Kannada (34.96%) districts implying that these models can be
used for predicting the coconut yield for west coastal region of
India. For ELNET, the R2 ranged between 0.74 and 0.99
(Table 7). The maximum RMSE was obtained in Raigad

district (2155 nuts ha−1) with R2 of 0.82 and minimum
RMSE was recorded in Kottayam district (23 nuts ha−1) with
R2 of 0.99. The importance of different weather parameters
based on frequency of inclusion was in the order: SRAD =
RH > Tmax =Wind > Tmin > Rain. Inclusion of weighted
weather indices was more frequent than simple weather indi-
ces during development of yield prediction models. APE for
validation of ELNET model varied between 0.21% (North

Table 3 Coconut yield prediction models for different districts of West Coast developed using PCA-SMLR

Districts No. of PCs Predictor variable Coefficient VIF R2 (p < 0.01) RMSE (nuts ha−1) APEV (%)

Thane 6 (95.989)$ Constant 16,401.22 0.73 2255 49.83
Time − 887.905 1

Raigad 7 (96.025) Constant 17,026.385 0.70 2478 57.73
Time − 927.356 1

Ratnagiri 7 (95.124) Constant 8063.865 0.87 691 10.86
PC4 1422.948 1.005

PC2 849.589 1

PC1 726.017 1.005

North Goa 5 (95.685) Constant 5082.715 0.64 53 0.17
Time − 14.178 1.102

PC5 − 64.622 1.102

South Goa 6 (95.537) Constant 4997.987 0.63 38 1.04
PC4 36.193 1

PC2 36.339 1

Uttara Kannada 6 (96.594) Constant 6155.281 0.82 617 21.47
PC1 1311.705 1

Udupi 6 (96.212) Constant 6435.343 0.93 392 12.98
PC1 1603.061 1.137

PC2 − 709.198 1.137

Dakshina Kannada 4 (92.843) Constant 4165.994 0.89 1347 27.05
PC2 2178.728 2.786

Time 426.98 2.786

Alleppey 6 (94.872) Constant 6049.104 0.53 551 1.76
PC2 583.757 1

Kozhikode 6 (94.636) Constant 7076.143 0.66 248 11.78
PC2 488.161 1.726

PC4 218.544 1.069

PC5 380.172 1.744

Kannur 6 (93.227) Constant 6636.035 0.54 263 5.49
PC1 288.222 1

Kottayam 7 (95.813) Constant 4998.233 0.98 58 1.55
PC6 280.335 1.042

PC2 184.091 1.007

PC7 194.074 1.008

Time 17.867 1.037

Kollam 6 (94.159) Constant 5816.392 0.77 420 2.52
Time 126.755 1.056

PC4 454.771 1.056

Trivandrum 6 (94.859) Constant 6868.913 0.68 320 0.27
Time 94.302 1.011

PC4 372.657 1.011

$Values in parenthesis indicates percentage variability explained by respective number of PCs
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Goa) and 33.98% (Thane). The performance of ELNET mod-
el was excellent with APEV of 9.92, 0.21, 0.80, 2.67, 2.09,
1.93, 1.66, 5.60, 0.73 and 1.36 for Raigad, North Goa, South
Goa, Udupi, Alleppey, Kozhikode, Kannur, Kottayam,
Kollam and Trivandrum, respectively.

Discussion

Impact of weather parameters on coconut yield

The coconut plantation requires a well-distributed rainfall (>
150 cm year−1), mean temperature (27 °C ± 5 °C), sunshine of
nearly 2000 h year−1 with a minimum of 120 h month−1 and
80–90% relative humidity for a good harvest (Naresh Kumar
and Aggarwal 2013; Pathmeswaran et al. 2018). Instead of the

mean temperature, maximum and minimum temperatures
were used in this study as extreme temperatures might have
larger effect on coconut production (Pathmeswaran et al.
2018). Vijayaraghavan et al. (1988) found that coconut yield
was low to very low during northeast monsoon and winter
season in Tamil Nadu coinciding with low to very low average
minimum temperature. Coconut yield was higher between the
southwest monsoon and summer season when the minimum
temperature was high. Coconut yield was reduced when the
mean minimum temperature fell below 21 °C (Thampan
1981). However, maximum temperature could adversely af-
fect coconut production by affecting the pollen viability
(Pathmeswaran et al. 2018). In this study, minimum tempera-
ture was found more important than maximum temperature
for batter coconut harvest. Effect of solar radiation was on
the rate of photosynthesis and transpiration (Krishnakumar

Table 4 Coconut yield prediction
models for different districts of
West Coast developed using
ANN

Districts No. of hidden neurons R2 (p < 0.01) RMSE (nuts ha−1) APEV (%)

Thane 7 0.84 2227 31.17

Raigad 6 0.91 1293 16.17

Ratnagiri 5 0.78 1202 25.92

North Goa 5 0.46 66 0.39

South Goa 8 0.91 19 0.19

Uttara Kannada 6 0.87 735 21.07

Udupi 10 0.95 378 12.17

Dakshina Kannada 11 0.52 3624 54.23

Alleppey 9 0.89 279 3.59

Kozhikode 7 0.81 189 6.89

Kannur 11 0.84 158 2.49

Kottayam 7 0.94 49 3.93

Kollam 6 0.93 228 6.12

Trivandrum 10 0.77 317 17.15

Table 5 Coconut yield prediction
models for different districts of
West Coast developed using
PCA-ANN

Districts Network architecture R2 (p < 0.01) RMSE (nuts ha−1) APEV (%)

Thane 7–3–1 0.70 3024 58.21

Raigad 7–2–1 0.91 1321 17.66

Ratnagiri 8–6–1 0.78 970 30.11

North Goa 6–3–1 0.77 44 0.27

South Goa 7–2–1 0.73 34 0.74

Uttara Kannada 7–3–1 0.87 558 19.74

Udupi 7–1–1 0.95 344 16.59

Dakshina Kannada 5–2–1 0.75 2857 6.25

Alleppey 7–1–1 0.45 663 3.63

Kozhikode 7–2–1 0.52 306 1.93

Kannur 7–1–1 0.67 318 4.69

Kottayam 8–6–1 0.96 77 8.78

Kollam 7–2–1 0.78 415 1.84

Trivandrum 7–1–1 0.66 363 14.22
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2011). Decrease in solar radiation during monsoon season
compared with summer season led to a decrease in potential
photosynthesis (Rao et al. 1995). Solar radiation during 29
and 30 months before harvesting also has positive influence
on female flowers production (Coomans 1975). In the current
study, solar radiation was the second most important variable
affecting the coconut yield after RH. Higher RH reduces tran-
spiration thereby affects the water and nutrient uptake by co-
conut plants. On the other hand, low ambient RH may reduce
photosynthetic capacity by causing stomatal closure. The
study area under the present study was having a high mean
RH (77.6%, Supplementary Table S2) throughout the year
which was having a greater impact on coconut production as
indicated by highest frequency of occurrence in different
models. Wind affects the coconut crop by affecting the evapo-
transpiration. Strong winds have depressing effect on coconut
yield by causing mechanical damage to coconut plantation
(Krishnakumar 2011). Heavy rainfall (> 355 mm month−1)
during south-west monsoon has harmful effect on coconut as
it reduces the insolation and temperature and increases humid-
ity (Abeywardena 1968). Rao (1982) observed that high rain-
fall during monsoon and no rainfall during pre- and post-
monsoon adversely affected the coconut yield during subse-
quent years in Pilicode region of Kerala. Very high rainfall
also reduces the final coconut yield by affecting pollination
(Vijayaraghavan et al. 1988). On the other hand, reduced rain-
fall or drought may cause abortion of spadices and inflores-
cence primordial, reduction in female flowers, button shed-
ding, immature nut fall and reduced nut size (Rao et al.
2005; Rethinam 2007). Nair and Unnithan (1988) reported
that sunshine hours and evaporation had positive correlation
with coconut yield while relative humidity had a negative
correlation. Rainfall and number of rainy days were not hav-
ing much influence. In our study, also the rainfall was the least
important variable with lesser frequency of inclusion in the
developed models. This may be due to the fact that the rainfall
received in the region (1790.3–3636.7 mm, Supplementary
Table S2) was more than the required rainfall for coconut
production (1500 mm; Naresh Kumar and Aggarwal 2013;
Pathmeswaran et al. 2018). Naresh Kumar et al. (2009b)
found that relative humidity and temperature-based models
are useful in prediction of coconut yield with the required
accuracy limits. Carr (2011) reported that development of

coconut yield forecasting models using climatic variables is
difficult as there is a long-time gap between flower initiation
and mature nut harvest. However, the current study used
monthly weather-based indices and significant relations were
obtained between weather parameters and coconut productiv-
ity. The biggest limitation of current study was the unavail-
ability of long-term coconut yield data. It has been reported
that increased sample size both temporally and spatially will
improve the performance of predictive models (Cai et al.
2019). However, in the current study with fifteen years yield
we cloud able to develop reliable models.

Inter-comparison of the models

Significant variations were obtained in the performance of the
prediction models across the districts. Therefore, selection of a
specific model based on its evaluation parameter might not be
appropriate. So, models were ranked based on R2 and RMSE
of calibration and the APE of validation, and the average ranks
were calculated for various models used to predict the coconut
yield in west coastal region of India. Based on R2 of calibra-
tion, ELNET (2.08) evolved as the best model followed by
LASSO (2.23) and ANN (3.43). PCA-SMLR was found to be
the least performing (5.00). With respect to RMSE, the order
of performance was found to be: ELNET (2.36) > LASSO
(2.64) > ANN (3.29) > SMLR (3.36) > PCA-ANN (4.50) >
PCA-SMLR (4.86). Ranking based on APE during validation
was found as ELNET (2.43) > LASSO (2.79) > PCA-SMLR
(3.50) > ANN (4.00) = PCA-ANN (4.00) > SMLR (4.29).
Overall, the performance of the models followed the order
as: ELNET (2.32) > LASSO (2.63) > ANN (3.68) > SMLR
(3.89) > PCA-SMLR (4.21) > PCA-ANN (4.27). Significant
differences among the overall ranks were analysed using non-
parametric Kruskal–Wallis test at p < 0.001. Furthermore, to
identify the best model for the study region, Mann–Whitney
pairwise post hoc tests followed by Bonferroni correction of
p values was performed which identified the ELNET as the
best model (Table 8). The performance of ANN and LASSO
was found similar to ELNET while SMLR, PCA-SMLR and
PCA-ANN did not perform at par with ELNET. Good perfor-
mance of penalized regression models like ELNET and
LASSO agrees with previous other studies which are due to
reduction of overfitting and model complexity by shrinkage

Table 8 Multiple pairwise
comparisons of the multivariate
models using Mann–Whitney
pairwise post-hoc tests followed
by Bonferroni correction of p
alues

SMLR PCA-SMLR ANN PCA-ANN LASSO ELNET

SMLR –

PCA-SMLR 1.000 –

ANN 1.000 1.000 –

PCA-ANN 1.000 1.000 1.000 –

LASSO 0.060 0.080 0.760 0.015 –

ELNET 0.004 0.004 0.075 0.002 1.000 –
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and automatic variable selection simultaneously (Zou and
Hastie 2005; Das et al. 2018a; Kumar et al. 2019). Slightly
poor performance of LASSO as compared with ELNET may
be due to selection of only one variable from a set of
intercorrelated variables which may lead to loss of informa-
tion. Balakrishnan and Meena (2010) reported that ANN was
able to accurately predict the coconut yield using yearly
weather data. But they have ignored impact of the intra-year
variations of weather parameter on coconut yield. In the cur-
rent study, monthly weather data were used for the develop-
ment of the models. The better performance of ANN may be
due to underlying nonlinear relationship of coconut yield with
weather variables (Das et al. 2018b; Cai et al. 2019). The
performance of PCA-SMLR and PCA-ANN was poor as
compared with sole SMLR and ANN which may be due to
exclusion of the components explaining less than 5% variance
with the assumption that components with small variance
have very little predictive power in the regression which
may not be true always (Jolliffe 1982; Das et al. 2018a). On
the other hand, PCA does not consider the dependent variable
during transformation of input variables. Previous studies on
coconut yield prediction mainly used simple linear regression
models with specific monthly or seasonal climatological data
(Peiris et al. 2008; Naresh Kumar et al. 2009b) ignoring the
contribution of remaining months or seasons data. As coconut
is a perennial crop, use of year-roundmonthly or seasonal data
is better than using only specific monthly or seasonal data.
This was achieved in the current study using the weather in-
dices approach which may be the reason for achieving good
prediction performances.

Conclusions

In this study, district-wise annual coconut yield prediction
models were developed using six multivariate techniques with
the monthly weather variables as inputs for the west coastal
region of India. Relative humidity and solar radiation were the
major weather variables with maximum impacts on the coco-
nut yield. It is worth indicating here that the inclusion frequen-
cy of weighted weather indices was much higher than simple
weather indices. The results of the present investigation re-
vealed that reliable forecast of coconut yield can be obtained
using ELNET model for the study region.
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