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FOREWORD

With the introduction of high yielding varieties and intensification of multiple cropping under
expanded irrigation facilities, the importance of balanced fertilization based on soil test
values was well recognized by the Indian farmers for increased crop production. With a view
to develop a relationship between soil test values and crop response to fertilizer for balanced
fertilizer recommendations, the Indian Council of Agricultural Research launched the All
India Coordinated Research Project on Soil Test Crop Response Correlation during the year
1967-68. This project over the last 35 years has generated numerous Fertilizer Adjustment
Equations and calibration charts for prescribing fertilizer schedules for different crops for
obtaining targeted yields. However, these fertilizer equations vary widely over the years for a
crop at a particular centre. Moreover, at most of the time the optimal doses of the fertilizer
nutrients could not be obtained using multiple regression method.

The Project Coordinator AICRP on STCR, Indian Institute of Soil Science, Bhopal
approached IASRI, New Delhi with these problems. It was mutually agreed that a project
would be taken up at IASRI to explore the possibility of solving these problems and to
develop new analytical techniques and suggest new designs for carrying out experiments. As
over the years, large amount of data have been gathered under the project, the creation of a
database under the project was also solicited. Consequently,a Collaborative project entitled
“Planning, Designing and Analysis of experiments relating to AICRP on soil test crop
response correlation” was under taken at IASRI with effect from 1% March 2000.

Under the project, an analytical technique has been developed for obtaining the optimal
values of the fertilizer nutrients using Response Surface Methodology. This methodology can
be applied usefully for obtaining optimal requirement of fertilizer nutrients for a given set of
soil test values of a particular site. Various regression diagnostics to detect the outliers in the
data were also applied and possible remedies were discussed.

A number of new designs have been proposed with various design points. Also,some designs
were penerated in which the treatment combinations included organic and inorganic
fertilizers. These designs were discussed in a meeting held at IASRI in which Dr JS Samra,
DDG (NRM); Dr NN Goswami and Dr.G.S.Sekhon, prominent Soil Scientists, ije}bt Co-
ordinator of STCR and Scientist of IASRI and IISS took part. One of the designs is going to
be taken up for discussion and subsequent experimentation, in the next workshop .of the

AICRP on STCR. A small database was also created to store the experimental data and its
ancillary information. ;

[ appreciate the efforts of the Scientists of IASRI, New Delhi and IISS, Bhopal for bringing
out this report. It is hoped that the agriculture workers in the field of Soil Test Crop Response
Correlation shall be benefited by the findings of the project. I also wish that this collaboration

would be strengthened in future. Q
CRRNAN

(S.D. SHARMA)
DIRECTOR
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PREFACE

All India Coordinated research project on Soil Test Crop Response Correlation was launched
by ICAR during 1967-68 to develop soil test calibration for condition of intensive agriculture
with high yielding varieties of crops. Presently there are 16 centres in different agro climatic
zones of the country. Over the last 35 years a large volume of data have been generated under
the project. It was observed that the recommendations based on the Fertilizer Adjustment
Equations are not consistent over the years for a crop at a particular centre. Moreover, the
optimal values of the nutrients as derived by the method of multiple regression is not
successful every time. Therefore, it was necessary to review the overall aspects of the design
adopted, determination of the optimal values, and the conditions necessary for carrying out
the statistical analysis.

The Project Coordinator AICRP on Soil Test crop Response Correlations, Indian Institute of
Soil Science, Bhopal highlighted these problems in a discussion with the Scientists of
Division of Design of Experiments, IASRI, New Delhi and it was mutually agreed that a
project would be taken up at IASRI, to explore the possibility of solving these problems and
to develop new designs and the analysis of data, their interpretation and improvement in soil
test calibration. Consequently, a project entitled "Planning, Designing and analysis of
experiments relating to AICRP on Soil test Crop Response Correlations” was initiated at
IASRI w.e.f. 1 March 2000.

In this report, a number of designs have been proposed from designs of type (5 x 4 x 3),
(4 x4 x 3), (4 x 4 x4) etc. with different designs points, based on the requirements of STCR

>ct. An analytical technique has been developed based on Response surface
methodology. In this method, the optimal values of Nitrogen, Phosphorus and Potassium
fertilizer nutrients could be derived for a particular site if its soil test values are available.
While analyzing the data of different cooperating centres, it was observed that in almost all
the cases the response surface methodology produced the stationary point as saddle point i.e.
neither maxima nor minima. In such cases exploration of the response surface in the vicinity
of the stationary point has been attempted. The optimal values of the fertilizer nutrients
Nitrogen, Phosphorus and Potassium derived through Targeted Yield Approach were verified
in the light of Response Surface Methodology. ;

i
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Chapter -I
INTRODUCTION

The balanced application of fertilizer particularly the major nutrients, N P and K in optimum
quantity, based on soil test and crop requirement is one of the most vital aspects for
sustaining higher agricultural production. This requires the application of optimal and
balanced quantity of fertilizers in right proportion through appropriate method and time of
application for a specific soil-crop-climate situation. It ensures increased quantity of produce,
maintenance of soil productivity and the most efficient and Jjudicious use of applied
fertilizers. Thus in this context the soil fertility evolution and refined fertilizer prescription
for sustained agricultural production is of great importance to farming community. Hence,
the soils have to be tested precisely for their available nutrient status for making fertilizer
recommendations based on crop response and economic circumstances.

The determination of the amount of fertilizer that should be applied to a crop would be
simple if a chemist could analyze the soil to measure the amount of available plant nutrients
present in the soil and to calculate the amount of that nutrient which should be applied to
correct the deficiencies. It is unfortunate that the determination of fertilizer requirements is
not as simple. As every soil chemist knows, there are basic problems in interpreting soil test
values in terms of nutrient availability to crops due to the interacting effects of other soil
constituents, surface reactions, the changes that may occur in test values both laterally across
farmers’ fields and vertically down the soil profile and to all these factors may be added the
uncertainties of weather, effects of crop variety, disease, pests etc. Any suggestion, therefore,
that fertilizer requirement can be determined solely on the basis of a simple laboratory
analysis of a few grams of soil, represents a vast oversimplification of a highly complex
system. Nevertheless soil analysis can provide useful information on the effect that fertilizers
are likely to have on yields, and it is important to use this information for the estimation of
fertilizer requirements. Soil tests can provide a valuable piece of information and as such
should be used in conjunction with such other information that is available for the estimation
of fertilizer requirements. :

1.1 All India Coordinated Research Project on Soil Test Crop Response Correlations
Soil test crop-response studies has been going on for a quite a long period of time both in
India and abroad. With the introduction of high yielding varieties and intensification of
multiple cropping under expanded irrigation facilities, the importance of balanced fertilizer
use for increased crop production was well recognized by the Indian farmers.

Since the fertilizer recommendations for crops based on simple field trials did not give the
expected yield response; a need arose for the refinement of fertilizer prescription for varying
soil test values for economic crop production. Against this background, the All India
Coordinated Research Project on Soil Test Crop Response Correlation was initiated during
the year 1967-68.

Objectives of AICRP-STCR
The project has the following objectives.

To develop relationships between soil test values and crop response to fertilizers in
order to provide calibration for fertilizer recommendations based on soil testing.
To obtain a basis for making fertilizer recommendations for targeted yields.

To evaluate various soil test methods for their suitability under field conditions.




(iv)

(v)

1.3

1.5

To evaluate the joint use of chemical fertilizers and organic manures for enhanced
nutrient use efficiency.

To derive a basis for making fertilizer recommendations for a whole cropping system
on initial soil test values.

Cooperating Centres, location, soil type and agro-eco region

There were eight centers under the project to begin with. During 1970-71, five more
centres were added. One centre (Raipur) was added during the year 1981-82. Currently,
STCR project is having Sixteen cooperating centres. The location, year of start, their
agro-eco region etc. are shown in Table 1.1

Statistical design and conduct of experiments under STCR

The main objective of STCR consists of developing a relationship between soil test and
crop response to fertilizer in order to provide a calibration for balanced fertilizer
recommendations based on soil testing. Since different levels of uncontrollable variables
e.g. Soil fertility, cannot be expected to occur at one place, different sites have to be
selected to represent different levels of soil fertility. In order to tide over the management
problem conducting a field experiment at different sites differing from each other in the
extent of uncontrolled variables, artificial fertility gradients in 4 adjoining plots are
created by applying different amounts of fertilizers to a preceding non-experimental crop.
Under the four large plots (strips) first strip receives no fertilizer, while second, third and
fourth strips receives half, one and two times the standard dose (X) of N, P, and K
respectively.

The standard dose (X) being: N;=150 Kg/ha, P,=Phosphorus equivalent to the critical
point in the P fixation studies of that field and K;=enough to give 150 Kg/ha' of
exchangeable K. Then a preparatory crop (or exhaust crop) has to be grown so that the
fertilizers undergo reaction with the soil, plant and microbiological agencies. After the
harvest of the preliminary crop, each of the strips is subdivided into 27 subplots, of which
¢ are control plots and 21 receives various combinations of the levels of Nitrogen,
Phosphorus, and Potassium, in a fractional factorial design. ‘

During the experimentation, package of practices recommended for the test crop is
followed for the experimental crop. The soil samples from all these plots are collected
and analyzed for various soil characters. The yield and plant nutrient uptake are recorded
on the harvest of crop.

Analytical approaches used by STCR
It 1s known that the yield of a crop is a function of several factors, which may be
expressed as

Yield = f (crop, soil, climate, management)

The authenticity and soundness of fertilizer recommendations will depend upon the
thoroughness and quality of the background research. There are several approaches,
which are followed worldwide over to derive the basis of judicious soil and fertilizer
nutrient management. Some of them are: Soil analysis and correlation, soil fertility and
survey, critical soil test levels, Mitscherlich’s method (1909) and its modification by
Mombiella et al.(1981), Bray’s method (1948),foliar diagnosis, Colwell’s method using
simultaneous regression and orthogonal polynomials (1978), Ramamurthy’s(1967)
inductive approach (targeted yield) and integrated soil test crop response approach. Some
other methods include, Linear response plateau models(LRP), Quadratic response plateau
models(QRP) and QUEFTS( Quantitative Evaluation of Fertility of Tropical Soils).




Under the STCR project two approaches are used: multiple regression approach and
Targeted yield approach(discussed in section 2,4)

Multiple regression is being used to calculate the dose of nutrient (s) required to obtain the
maximum yield of crops under given set of experimental conditions. It can further be used
to calculate the economic dose of fertilizer nutrients by incorporating a constant factor i.e.
per unit cost of input (fertilizer) in the original equation. In this approach yield is
regressed with soil nutrients, fertilizer nutrients, their quadratic terms and the interaction
term of soil and fertilizer nutrients.

Conditions for application of the technique of multiple regression:
As per the manual on statistical computation (STCR publication, 1985), the following
conditions are required to be fulfilled for deriving the optimum values of the nutrients.

(a) Soil test crop response calibration for economic yield of a crop is possible only
when the response to added nutrients follow the law of diminishing returns. i.e. the
signs of partial regression coefficients of linear, quadratic terms of nutrients and
their interaction with available soil nutrients should in general be positive, negative
and negative (+,-,- ) respectively.

(b) The coefficient of determination (R*) should be high.

(¢c) The partial regression coefficients should be statistically significant.

(d) The experiment should have sufficient design points i.e. the number of treatments

should be at least two or more than the number of variables in the model.

1.6  Collaboration of AICRP- STCR with IASRI

The criterion mentioned in the previous section is seldom fulfilled under the STCR project
data. In such cases the optimum values of the nutrients cannot be derived or even if they
could be derived, are either too high or too low.

Ke t*pmg’ in view of the above problems and for better analysis of data, their 1nterpretat10n
and improvement in soil test calibration, the project coordinator AICRP on STCR, Indian
Institute of Soil Science, Bhopal, formally approached IASRI, New Delhi for collaboration.
As large amount of data have also been gathered under the project, the creauon of a
database under the project was also solicited. Consequently a project entitled “Planning,
designing and analysis of experiments relating to AICRP on soil test crop response
correlation” was under taken at IASRI with effect from 1 march 2000 with the followmg
objectives:

1. To improve the existing methodology for analysis of data of ongoing STCR experiments.

2 To carry out planning and designing for the conduct of new set of experiments and
subsequently to carry out the analysis of data.

3. To develop database for STCR experiments.

While analyzing the data of past STCR experiments at IASRI, it has been observed that the
specific conditions, mentioned earlier, are seldom fulfilled. This is basically the problem of
Regression and Response Surface Methodology and has to be tackled in the light of the same.
Moreover in the model adopted by the STCR project, terms like Interaction (Fertilizer N x
Fertilizer P) or SN?, SP*, SK* etc. have not been included. A proper response surface could
only be fitted by careiully choosing the variables in the model and the set of meaningful
treatment with sufficient design points. Besides this, certain other areas, which have to be
looked into, are:

1. Whether the fertility gradient has been created in each experiment? Which is the basic
necessity of the STCR project. This can be seen by assuming the four strips (0X, 1/2X, X




[N

and 2X) as four replications and then performing the analysis of variance. If the replication
(Strip) effect is not significant, then it can be said that there is no difference between the
fertility gradients and therefore fertility gradient has not been created. In such cases the
whole experimental field shall behave as a homogeneous field and the very purpose of
creating artificial fertilizer gradients stands vitiated.

Another way is to include the replication as an independent variable in the model to see
whether there is any significant difference between the strips.

It has been observed that there is considerable variation among the magnitude, sign and
significance of the partial regression coefficients for a particular crop or a variety of a
crop at the same site over the years. This means that the recommendation of fertilizer
nutrients to the farmer will vary from year to year for the same crop. Efforts are to be made

to understand the problem and for its possible solutlon in the light of response surface
methodology.

The treatrent structure has to be reviewed. It is generally observed that at different centers
the experiments are being conducted with different set of treatments without verifying the
statistical prerequisites, which in turn makes the analysis difficult and the results
unachievable. In order to streamline the treatment structures, it is necessary to consult a
statistician before conducting any experiment. Haphazard way of choosing treatments
makes the analysis difficult and does not serve the purpose. Attempts will be made to
develop a suitable fractional factorial design, which can meet the objectives of the
experiment. Of course this will require the combined effort of soil scientists and
statisticians.

At prese nt, when the optimal fertilizer doses are not derivable using the existing multiple
regression model of the STCR project, then a fertilizer adjustment equation, as said earlier,
for each nutrient is developed, which is based on the basic data of Nutrient requirement
kg/q, Percent contribution of fertilizer from available soil nutrients-and contribution from
added fertilizer nutrients and then the optimum values are calculated for each' nutrient.
Since this method does not seem to have a sound statistical background, attempts will be
made to arrive at a statistical solution based on response surface methodology.

Attempts will also be made to see whether it is possible to pool the fertilizer adjustment
equations over the years. This aspect will be possible once the statistical solution to the Fertilizer
Adjustment Equation is arrived at. '

For the benefit of research workers and the scientists of the STCR project, a database in MS-

ACCESS would be developed at IASRI. The experimental data received from different co-
nperatmg centers, would be fed into the database. This will put all the experiments conducted
under the STCR project at a central place. Later we propose to place this at a central on-line
sever so that all the scientists working in the project at different cooperating centres can access it
through the WEB. This needs some time, proper infrastructure and mainly the cooperation of
AICRP on STCR. This aspect would be taken up in a subsequent study.
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Chapter -11

REVIEW OF LITERATURE

2.1 Early work done on Soil-Test Crop Response

The yield response to application of most nutrients follows the law of diminishing returns. Each
added fertilizer increment produces a progressively smaller yield increase, finally reaching an
asymptote. The economic benefit of fertilization is a function of yield response in relation to
fertilizer cost. The law of diminishing returns can be approximated by a curvilinear equation i.e.
Mitscherlich equation (1909)

logA-log(A-Y)=CX
or, inthe form Y = A(1- e %) (2.1)

where Y is yield expressed on a relative basis as obtained in proportion to a limiting factor, X.,
“A” is the maximum vyield, and "C" is a constant describing the shape of the curve (generally
between 0.1 and 1, the higher the value the sooner the curve reaches maximum). Thus as the
value of X increases, Y increases but at ever diminishing amounts.
The first approach towards the establishment of a soil test calibration was attempted by Bray
(1948) which is a modification of Mitscherlich equation and known as Mitscherlich-Bray model
as follows:

(A-Y)/A =exp (by X+ by t) (2.2)
In this method, the yield is converted to relative yield, which is then correlated with soil test and
fertilizer rate by the equation.
Where, A is the maximum yield, Y is the relative vyield, x the fertilizer rate and t the soil test
value. This method suffers from the drawback that in order to have a reasonable estimate of
fertilizer requirements, the maximum yield has to be some desirable proportion of the yield (e.g.
95%) and the maximum is approached only as fertilizer rate approaches infinity.
The Mitscherlich-Bray equation was modified by Mombiela et al (1981)

Y = A{1- e C*T (M1 (2.3)

Where, Y is a predicted yield obtained by application of X units of Nutrient (fertilizer), say P, to
a soil with a P soil test value T. The parameter A is defined as maximum yield and C is
proportionality constant related to the efficiency of soil and fertilizer P. The function f(T) relates
to an amount of plant available P in the soil. Colwell(1974) suggested a method of calculating
optimal fertilizer P by the following equation:

Pr =(1/C) log( CA/p(1+R)) —bT (2.4)

Where, p =price of fertilizer/price of crop, R=marginal rate of return(or interest rate), and other
terms are as previously defined under the modified Mitscherlich equation.

A number of different yield functions have been proposed and used in the past, representing the
relationship between crop yield and fertilizer application. Heady, Pesek and Brown (1955),
Heady (1961), Abraham and Rao (1966) etc. have studied the suitability of a number of such
relationships.



Heady et al. (1955) favoured the model.
Yij:Ai + B; Xijllz + Cj Xij + Dj Xij 32 4 ... t¢ (2.5)

where A;i, Bi C; etc. are the parameters to be estimated, ¢ is the random error distributed as
N~(0,67).

While Abraham and Rao preferred the model,
Yi=A+BX+Ci X2 +...+¢ (2.6)
because of their simplicity in comparison to the traditional exponential growth function.
Yi=ait Bi exp (vi Xij ) (2.7)

where o, , Bj and y; are site parameters. These authors showed that the polynomials (2.5) & (2.6)
give on an average a better regression fit of yield data. Also the polynomials have an additional
advantage that they can accommodate a maximum yield, which the exponential models cannot.

Colwell (1967) developed a method wherein he used orthogonal polynomials to fit the data of
n sites of a region at each of which a Randomized fertilizer experiment has been carried out with
same r treatments (rates of fertilizer applications). He described the calibration equation as
below:

Y=Po&o+P1&1+P2Eo+P3C3t... +¢ (2.8)

where Y is the vyield, &o, &, & and so on are orthogonal polynomials of fertilizer application
rates and Py ,P; , P, and so on. are site parameters and ¢ as defined earlier. The regression of the
form given above were fitted to the data of each site and coefficients for each site were then used
as dependent variables to solve simultaneous regression of the form

Pxi= Okit i + Tillz + S Ti +...+ 8I. k=0,1, 2,...,(r-1) ci=1,2,...,n. (29)

where, T; is the soil test measurements of the i site and k corresponds to the order of the
polynomial in (2.8). The coefficients qxi , i and sxi may be regarded as the regional
parameters that provide a generalization of (2.8) by a function relating yield to fertilizer rate
and soil test values. With appropriate substitution from (2.9) for the coefficients of py; in
(2.8) and the expansion of the orthogonal polynomials, a generalized function may be
obtained in the form of polynomials of soil test T; and fertilizer rate X; , in the square root
scale, namely,

Yii = (o0 + aaTi Y2+ ap Ti J+(Bo +BaTi 2 +B2Ti )X 2 + (yo +yaTi V2 +y2Ti) X5 +
+H(Bo+& T2 +8, )X + ... +¢ (2.10)

Alternatively, an average regional yield function
Yizath Xi 2+c Xi+d X % +... + ¢ (2.11)

may be obtained without soil test regression, by averaging the coefficients of (2.8) over sites and
again by expanding and collecting terms. In both cases the coefficients may be regarded as
regional parameters of generalized yield function.



Alternative to the derivation of (2.10)or (2.11) from(2.8) and (2.9), these equations may be
estimated directly by a least square fit of regression to the yield, fertilizer and soil test data. It can
be shown that the coefficients obtained by this direct method are identical with those derived
from equations (2.8) and (2.9) for the same data. Colwell found square root scale to be somewhat
better fit to the data as compared to the corresponding quadratic expression in natural scale.
Yield response, profit and fertilizer requirements can be calculated by appropriate substitution in
equation (2.10) and (2.11). Mead and Pike (1975) have given an exhaustive review of various
response surface models.

Colwell (1978) brought out a comprehensive report based on his studies on soil test — crop
response, titled “Computation for studies of soil fertility and fertilizer requirement”. The work on
soil test — crop response studies had been taken up elsewhere also, to name a few, the
government soil testing agencies of Netherlands and U.S.A. in the last forty years conducted
thousands of field experiments with different crops and on different types of soils under various
climatic conditions.

With regard to choosing a model, Colwell (1978) noted that the model can be chosen for their:
(@) Computational convenience

(b) Statistical estimation of functions from data and

(c) The calculation of optimal rates.

Keeping this in view, the polynomial models are popular because:

1. They are easily fitted to data using standard multiple regression procedure

2. They can be made flexible enough to describe most smooth trends and rigid enough to smooth
out aberrations or “errors” in data by appropriate choice of scale and degree

3. They are implicit in many standard methods of statistical analysis of variance in the form of
orthogonal polynomial trends and

4. They can easily accommodate interaction effects.

2.2 The Indian scenario

Consequent upon the introduction of high vyielding varieties, the importance of fertilizer
application for higher crop production was very well recognized by the farmers. With the fast
expanding soil testing advisory service in India, the Indian Council of Agricultural Research felt
the need to generate information on soil test crop response calibration and fertilizer
recommendation based on soil test values. In the first phase, work on soil test crop response
correlation in the country was carried out at the Indian Agricultural Research Institute, New
Delhi under field and pot culture conditions using limited number of soils collected from less
than 20 locations in the country using the then existing tall varieties of wheat and paddy in the
early sixties.

In order to provide a refinement in the scientific basis in fertilizer use suited for the modern
agricultural technology, consequent upon Green Revolution, the second phase of soil test—crop
response work in the country was initiated under All India Co-ordinated Research Project on Soil
Test—Crop Response Correlation by the Indian Council of Agricultural Research from 1967
onwards initially at eight centres. In 1970-71 five more centres were sanctioned. At present there
are seventeen centres across the country.

2.3 Methodology as adopted by STCR project

Main objective of STCR project is to develop a relationship between soil test and crop response
to fertilizer, in order to provide a calibration for fertilizer recommendation based on soil testing.
Since different levels of uncontrollable variables (e.g. soil fertility) cannot be expected to occur
at one place, different sites have to be selected to represent different levels of soil fertility. In this



present approach all the needed variation in soil fertility level is obtained not by selecting soils at
different locations but deliberately creating it in one and the same field experiment in order to
ensure homogeneity in the soil population studied, management practices adopted and climatic
conditions prevailing. This is achieved by selecting a large area for the experiment in which there
will be some variation in soil fertility level.

The chosen field is divided into four-strips lengthwise. While the first strip receives no fertilizer,
second, third and fourth strips half, one and two times the standard dose ( X ) of N, P and K
respectively. The standard dose (X) is:N; = 150 Kg./ha, P; = Phosphorus equivalent to the
critical point in the P fixation studies of that field and K; = enough to give 150 Kg/ha. of
exchangeable K.

Then a preparatory crop (or exhaust crop) has to be grown so that the fertilizers undergo
reactions with the soil, plant and microbiological agencies. After the harvest of the preliminary
crop, the field is ready for laying out the experiment with test crop for soil test- crop response
correlation studies. Next the main experiment is conducted by selecting 21 treatments(a sub-set
of treatment combinations from a 5 x 4 x 3 factorial experiment design). For this each one of the
strips is subdivided into subplots of which 6 are control plots and 21 receives various
combinations of the levels of Nitrogen(N), Phosphorus(P) and Potassium(K), in a fractional
factorial design. The soil samples from all these plots under the experiment are to be collected
from different soil layers. The package of cultural practices recommended for the test crop is
followed for the experimental crop. The yield and uptake of the nutrients on harvest are
recorded. After the harvest of the crop, soil values are measured. The resulting data is then
subjected to multiple regression, taking the yield as dependent variable and the linear and
quadratic terms of N, P and K and the interaction of N, P and K with the available soil Nitrogen,
Phosphorus and Potash respectively, as independent variables.

The general soil test- crop response model for yield can be given in terms of soil and fertilizer
variables as:

Y =a+b; SN + b, SP + bs SK + by FN + bs FN? + bg FP + b; FP? + bg FK + by FK? +
+ b1o (FN X SN) + by; (FP X SP) + by, (FK X SK) + ¢ (2.12)

where, SN, SP and SK are soil available nutrients and FN, FP and FK are added fertilizer
nutrients and ¢ is the error term which is assumed to be independently and identically distributed
normally with zero mean and constant variance ¢

For soil test calibration, the multiple regression equation that has a high predictability (R*> 0.67)
is used for making both yield prediction and optimization of chemical fertilizer requirements
(Annual report, AICRP on STCR, 1993-98,pp-9). This equation is differentiated with respect to
the nutrient, which behaved with the law of diminishing returns. The derivative will give the
desired optimum fertilizer dose for varying soil test values of a nutrient for maximum vyield.
Inclusion of economic parameters will enable calculation of soil test based fertilizer dose for
maximum profit and any desired rate of return on the investment made on fertilizers. The method
of multiple regression for obtaining the optimal values of the nutrients is not always successful
as the coefficients of linear, quadratic and interaction effects should have positive, negative and
negative signs respectively for each of N, P and K which is not so in general. More over the R
value is also not so high. So to derive the fertilizer prescriptions, the method given by Truog
(1960) was adopted, which although not statistically sound but is a mathematical derivation of
certain indices. The basic data of the indices were generated by calculating the Nutrient
requirement, Soil use efficiency and Fertilizer use efficiencies obtained from the nutrient uptake
values of N, P and K. Then these values were fed into separate formula for obtaining separate
equations for N, P and K respectively. Based on soil test values of a particular a site, the
corresponding doses of N, P and K are calculated from these equations. Then follow up trials is
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conducted with these doses. Although the results of the follow up trials show good results but the
coefficients of the parameters of the equations for generating the fertilizer doses vary widely
from year to year. Different centres conduct experiments by choosing the number of treatments
from the set defined earlier and could take any of the treatment combinations of their choice.
Over the years, numbers of experiments were conducted at various centers of the AICRP on Soil
Test Crop Response Project by the application of various designs with different treatment
combinations. We now discuss the Targeted yield approach in the following section.

2.4 Targeted Yield Equations or Fertilizer Adjustment Equations

Targeted yield concept
Among the various methods of fertilizer recommendation, the one based on yield targeting is
unique in the sense that this method not only indicates soil test based fertilizer dose but also the
level of yield the farmer can hope to achieve if recommended agronomic practices are followed
in raising the crop. The essential basic data required for formulating fertilizer recommendation
for targeted yield are :
(i) nutrient requirement in kg/q of produce, grain or other economic produce
(i) the percent contribution from the soil available nutrients and
(iii) the percent contribution from the applied fertilizer nutrients( Ramamoorthy et al.

1967).
The above mentioned three parameters are calculated as follows:

(i) Nutrient Requirement of Nitrogen, Phosphorus and Potassium for grain
Production (NR)

total uptake of nutrient (kg)
Kg of nutrient/ g of grain =

grain yield (q)

Percent contribution of nutrient from soil
total uptake in control plots (kg ha™*) x 100

Percent contribution from soil (CS) =
Soil test values of nutrient in control plots (kg ha™)

Percent contribution of nutrient from fertilizer

Contribution from fertilizer (CF) = (total uptake of nutrients — (soil test values of fertilizer

in treated plots) nutrients in fertilizer treated
plots x CS)
Percent contribution from = CE x 100
Fertilizer fertilizer dose (kg ha™)

Calculation of fertilizer dose
The above basic data are transformed into workable adjustment equation as follows:

Nutrient requirement
in kg/q of grain

Fertilizer dose x100xT _ % CS x Soil test value
% CF % CF
aconstant x yield target(q ha ™) — b constant x soil test value(kg/ha™)

where T is the targeted yield
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Targeted yield concept strikes a balance between “fertilizing the crop’ and “fertilizing the soil’.
The procedure provides a scientific basis for balanced fertilization and balance between applied
nutrients and soil available nutrients. In the targeted yield approach, it is assumed that there is a
linear relationship between grain yield and nutrient uptake by the crop, as for obtaining a
particular yield, a definite amount of nutrients are taken up by the plants. Once this requirement
is known for a given yield level, the fertilizer needs can be estimated taking into consideration
the contribution from soil available nutrients.

The basic data comprising of NR (Nutrient Requirement), CF(Contribution of fertilizer) and
CS(Contribution of soil) etc. have been derived for Maruteru(1994), Rabi Rice and is given in
the appendix-1 The subsequent fertilizer adjustment equations are also given separately for each
gradient and over all the gradients.

2.5 Modified Colwell approach

Lahiri et al (1998) applied a modification to the Colwell’s approach (discussed under section 2.1)
in a study conducted at IASRI, New Delhi. In this approach, step wise multiple regression
(backward elimination) method was applied in two stages. Let a district be divided into ‘v’
zones, ‘b’ blocks in each zone and ‘m’ villages in each block. Thus we have (v x b x m) sites or
say ‘n’ sites for each district. At each site an experiment has been conducted using randomised
block design, with the same set of treatments. Also, at each of these sites, s soil test
measurements have been carried out. Then our problem is to relate these s soil tests to the yield
data obtained by conducting the experiment at each site and testing the statistical significance of
their relationship. The yield data from each of the site may be represented by a polynomial
function of the fertilizer rate.

Yij = boj + by Xiz+ by Xip + baj Xig+ bgj Xin® + bsj Xio® + b Xig®+
+ bzj Xiy Xiz + bgj XitXiz+ bojXiz Xist &ij (2.13)
Where ‘i’ denotes the fertilizer treatment (i = 1,2,...,p) and ‘j° denotes the  site
(G = 1,2,...,n), b’s are regression co-efficients of linear, quadratic and interaction effects of
fertilizer nutrients Xj; ,Xj2 and Xis respectively and g’s are randomly distributed with zero
mean and variance . The whole set up of ‘n’ experiments can be written as simultaneous set of
regression

Y=XB+¢ (2.14)

where Y is a matrix of order (p x n) (row corresponds to fertilizer treatments and columns to
sites), X is a (p x r) matrix of polynomial terms of the fertilizer treatments and 3 is a matrix of
regression co-efficients which may be regarded as site parameters, representing linear and
quadratic trends of yield response to fertilizers.p is estimated by the usual least square procedure.

B=(X'X) XY (2.15)

The site parameters of matrix B can as such be treated as function of the ‘s’ site measurements
(soil test values), the relationship being represented also by the simultaneous regression

B'=T'D (2.16)
where T’ is the n x (s+1) matrix of the soil test variables for the n sites.
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D is the matrix of regression co-efficients estimated by

D=(T'T)"'TB’ (2.18)
From the relationships of (2.14) and (2.16), yield may be expressed as a function of fertilizer
treatments and soil tests as

Y=XD'T (2.19)
The equation (2.19) may be expanded, rearranged and written in the form as follows:-
S S S S
Yi=2apty + 2bnt X+ Yepty Xp +.—————~- + 2 Kt X2 X3 (2.20)
m=0 m=0 m=0 m=0

where Y; is yield estimated for a particular site with the soil test values t;,t;,--- tsand
X ’s are the fertilizer polynomial terms.

The above equation (2.20) was worked out taking the linear and quadratic terms of applied
fertilizer and that of soil test values. The regression analysis was carried out by the method of
stepwise multiple regression (backward elimination method). This method is only possible if the
number of sites is more, so as to give greater error degrees of freedom for the analysis.
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Chapter -111

ANALYTICAL TECHNIQUESDEVELOPED

3.0 Introduction

We have discussed earlier that in the AICRP on STCR, the main objective is to establish a
relationship between Soil Test Values, the added fertilizer doses and the yield of the crop. This
relationship is then used for obtaining balanced fertilizer doses for given soil test values. To
achieve this, one has to take the help of Response Surface methodology. In order to understand
the mechanism of the system, we need to do certain preliminary analysis. Therefore, in this
chapter, we take an experiment, which was conducted earlier in STCR project and subject it to
various anayses using established statistical tools. Also we use here various regression
diagnostics to study the presence of outliers

A method, which was developed under this project, to get site-specific optima values of
fertilizer nutrients, if the soil test values of that site are known, has aso been discussed.

As we know, that in order to avoid multi-location trials, which involves cost factor, four strips
arelaid out in STCR experiments. It is believed that by conducting a test experiment by growing
an exhaust crop, the fertility gradient is established in the 4 strips named as OX, 0.5X, X and 2X.

3.1 Anexample

We take an example by analyzing the data of experiment, conducted at Maruteru, Hyderabad
centre for Rice crop in the year 1994 in Rabi season. The fertilizer doses are 0, 50, 100, 150
kg/ha of Nitrogen; 0, 40, 80 kg/ha of Phosphorus and 0, 40, 80 kg/ha of Potassium. There were
in all 30 treatments in each strip consisting of 27 fertilizer treatment combination and 3 controls.
In order to see the changes in soil fertility over the gradients, analysis of variance was performed
separately by taking the Soil Nitrogen (SN), Soil Phosphorus (SP) and Soil Potash (SK) as
dependent variable over the treatment and Gradients (Replication). The results are as follows:

Table3.1: Analysisof variance of data for the Maruteru centre

Year: 1994 Season: Rabi Crop: Rice
Total Number of treatments: 30 in each strip (27 fertilizer combinations+ 3
Controls)
Dependent Variable: SN (Soil Nitrogen)
Source DF Sum of Mean FVaue Pr>F
Squares Squares
Model 30 106298.86 3543.29 7.71 <0.0001
Error 89 40879.10 459.32
Corrected 119 147177.97
Total
R-Square Coeff Var Root MSE SN MEAN
0.7222 6.40 21.43 334.82
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Source DF Sum of Mean FVaue Pr>F
Squares Squares

Gradient 3 1189.90 396.63 0.86 0.4632

Treatment 27 105108.97 3892.92 8.48 <0.0001

Error 89 40879.10 459.32

Corrected 119 147177.97

Total

Dependent Variable: SP (Soil Phosphorus)

Source DF Sum of Mean FVaue Pr>F
Squares Squares

Model 30 44138.71 1471.29 17.86 <0.0001

Error 89 7333.23 82.40

Corrected 119 51471.94

Total

R-Square Coeff. Var Root MSE SP MEAN

0.8575 16.72 9.08 54.30

Source DF Sum of Mean FVaue Pr>F
Squares Squares

Gradient 3 32810.89 10936.96 | 132.74 <0.0001

Treatment 27 11327.81 419.55 5.09 <0.0001

Error 89 7333.23 82.40

Corrected 119 147177.97

Total

Dependent Variable: SK (Soil Potassium)

Source DF Sum of Mean FVaue Pr>F
Squares Squares

Model 30 189337.20 6311.24 5.94 <0.0001

Error 89 94490.67 1061.69

Corrected 119 283827.87

Total

R-Square Coeff Var Root MSE SP MEAN

0.6671 9.41 32.58 346.37

Source DF Sum of Mean FVaue Pr>F

Squares Squares

Gradient 3 27988.33 9329.44 8.79 <0.0001

Treatment 27 161348.87 5975.88 5.63 <0.0001

Error 89 94490.67 1061.69

Corrected 119 147177.97

Total
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The above anaysis shows that the fertility gradient was indeed created by the experiment in
respect of Soil Phosphorus (SP) and Soil Potassium (SK) but not in respect of Soil Nitrogen
(SN).

Now to get the optimal doses of fertilizer, it is necessary that we form a relationship between
Yield as dependent variable and Soil Nutrients of Nitrogen (SN), Phosphorus (SP) and Potassium
(SK) aong with added fertilizer nutrients of Nitrogen (FN), Phosphorus (FP) and Potassium
(FK) as independent variables. To achieve this we need to perform Multiple Regression analysis.
For this we take a second degree model with Yield as dependent variable and linear, quadratic
effects of Fertilizer Nitrogen (FN), Fertilizer Phosphorus (FP) and Fertilizer Potassium (FK),
linear effects of soil Nitrogen (SN), Soil Phosphorus (SP), Soil Potassium (SK) and their
interactions with fertilizer nutrients(FN,FP and FK) as independent variables. At present in the
project of AICRP on STCR, the second degree model used for this purposeis as follows:

Model-1 (12 variable model (STCR model))
Y=Bo+ By FN + B, FP + B3 FK + B4 FN2+ Bs FP? + Bg FK? + B; SN + Bg SP + Bg SK+ +Bg
FNxSN + By; FPXSP + By, FKXSK + ¢

where, FN, FP etc have been defined earlier and ¢ is the random error which is assumed to be
distributed as ~N(0,6?)

Another model tried earlier by AICRP on STCR isasfollows:

Model-1V (18 variable model)

Y=Bo+ B; FN + B, FP + B3 FK + B, FN?+ Bs FP? + Bg FK? + B; SN + Bg SP + By SK+ +Byg
SN? + By SP? + By SK? +B13 FNXSN + Byg FPXSP + Bys FKXSK + Big FNXFP +  +By;
FNxFK + +B1g FPXFK+ ¢

where, FN, FP etc have been defined earlier and ¢ is the random error which is assumed to be

distributed as ~N(0,6?)

The interactions like (FN x SN) are reasonable but within soil interactions like (SN x SP) and
quadratic effects like SN? SP? etc. are of less significance. Of course we have to take
interactions of the type (FN x FP). These give 15 parameters to be estimated which are as
follows:

Model-111(b) (15 variable model)
Y=Bo+ B; FN + B, FP + B3 FK + B4 FN?+ Bs FP? + Bg FK2 + B7 SN + Bg SP + By SK+ +Byg
FNXSN + By; FPXSP + By, FKXSK +B13 FNXFP + B4 FNXFK + Bis FPXFK + ¢

In these models we can also take strips (replication) as a parameter. Inclusion of replication
increases the R- Square value. Moreover the significance of the effect of the strip (replication)
component would show whether the fertility gradient has been created or not. Since we have 30
treatment combinations, number of degrees of freedom for error would be sufficient.

For al the models stated above, we perform the Step-down (backward elimination) multiple
regression for the 15/16 variable models. We first enter all the variables and then those variables
whose effects are not found significant at a desired level of significance are automatically
dropped from the model. This analysis was carried out with the help of SAS package PROC
REG.
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Table3.2: Multipleregression method of analysis
Centre: Maruteru, Year: 1994, Crop: Rice, Season: Rabi
Mode-111 (includes FNxFP, FNxFK and FPxFK interactions)

All Variables entered

R-Square = 0.9089 Analysis of Variance
Sum of Meah
Source DH Squares Squpre F Value Prp F
Model 15 147463475 98B0898 69.19 <.0001
Error 194 14777851 142095
Corrected 119 162241326
Total

Table3.3 Multiple Regression (All variables entered)

Parameter Standard

Variable Estimate Error Type II SS F Value Pr > F
Intercept  4190.10335* 1159.30610 1856227 13.06 ©.0005
fn 13.59956 8.36951 375169 2.64 0.1072
fp 1.82340 5.65208 14788 0.10 0.7476
fk 16.23264* 9.74218 394497 2.78 0.0987
fn2 -0.15418 0.02452 5617495 39.53 <.0001
fp2 0.08056 0.04959 375094 2.64 0.1072
fk2 -0.10242*%* 0.04939 610964 4.30 0.0406
sn -5.58622 3.49895 362191 2.55 0.1134
sp 1.75705 3.22322 42225 0.30 0.5868
sk -1.81762 1.56006 192887 1.36 ©0.2466
fnsn 0.09570* 0.03000 1446279 10.18 0.0019

fpsp -0.06507 0.06029 165511 1.16 ©0.2830
fksk -0.00257 0.03186 927.14434 0.01 0.9358
fnfp -0.03635 0.02716 254497 1.79 0.1837
fnfk 0.00314 0.02906  1655.12781 0.01 0.9143
fpfk 0.00084992 0.03990 64.46703 0.00 0.9830

Table3.4: Remaining Variables after backward elimination process (Modd-111)
Analysis of Variance

Source DF Sum of Mean F Value Pr > F
Squares Square

Model 8 146915470 18364434 133.01 <.0001

Error 111 15325856 138071

Corrected 119 162241326

Total

R-Square = 0.9055

18




Table3.5: Multiple Regression (Remaining Variables) after backward
elimination(Modéel-111)

Parameter  Standard
Variable Estimate Error Type II SS F Value Pr > F
Intercept  2755.60889 289.16690 12538331 90.81 <.0001
fn 24.39779 4.51747 4027289 29.17 <.e001
fk 16.08044 3.91996 2323452 16.83 <.0001
fn2 -0.13557 0.01820 7658020 55.46 <.0001
fp2 0.06341 0.02793 711536 5.15 0.0251
fk2 -0.10505 0.04755 673842 4.88 0.0292
sk -2.31739 0.94738 826131 5.98 0.0160
fnsn 0.05236 0.01200 2629468 19.04 <.0001
fnfp -0.04118 0.02198 484565 3.51 0.0636
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Table3.6: ANOVA when replication isadded asavariablein Model-111 (16 variables)
All Variables Entered
Analysis of Variance
Sum of Mean

Source DF Squares Square F Value Pr > F

Model 16 148037298 9252331 67.09 <.0001

Error 103 14204028 137903

Corrected 119 162241326

Total

R-Square = 0.9125

Table3.7: Multiple Regression Model-111 + replication
(All variables entered)
Parameter Standard

Variable Estimate Error  Type II SS F Value Pr > F
Intercept  4229.20123  1142.24019 1890498 13.71 0.0003
rep -120.09994 58.87632 573824 4.16 0.0439
fn 12.53000 8.26180 317195 2.30 0.1324
fp 0.73375 5.59366  2372.89137 0.02 0.8959
fk 14.83111 9.62198 327637 2.38 0.1263
fn2 -0.14426 0.02464 4725520 34.27 <.0001
fp2 0.08409 0.04888 408157 2.96 0.0884
fk2 -0.10681 0.04871 663243 4.81 0.0306
sh -5.43516 3.44776 342709 2.49 0.1180
sp 7.84537 4.35786 446946 3.24 0.0747
sk -1.72956 1.53748 174512 1.27 0.2632
fnsn 0.09186 0.02961 1327078 9.62 ©0.0025
fpsp -0.97059 0.05946 194368 1.41 0.2379
fksk 0.00082862 0.03143 95.84092 0.00 0.9790
fnfp -0.03434 0.02677 226826 1.64 0.2025
fnfk 0.00570 0.02866  5460.15717 0.04 0.8427
fpfk 0.00427 0.03935  1623.82712 0.01 0.9138




Table 3.8: ANOVA of remaining variables after backward elimination process
(Modéd-I11 + replication)

Analysis of Variance

Sum of Mean
Source DF Squares Square F Value Pr > F
Model 8 146970007 18371251 133.53 <.0001
Error 111 15271319 137579
Corrected | 119 162241326
Total

R-Square = 0.9059

Table: 3.9 Multiple Regression(remaining variables) after backward elimination process

(Model —111)
Parameter Standard

Variable Estimate Error  Type II SS F Value Pr > F
Intercept 2284 .47601 125.78246 45382311 329.86 <.0001
rep -77.25825 30.53624 880668 6.40 0.0128
fn 23.94818 4.48568 3921403 28.50 <.0001
fk 16.24373 3.91230 2371708 17.24 <.0001
fn2 -0.13080 0.01816 7137216 51.88 <.0001
fp2 0.05829 0.02780 604904 4.40 0.0383
fk2 -0.11494 0.04726 813790 5.92 0.0166
fnsn 0.04970 0.01207 2334635 16.97 <.0001
fnfp -0.05078 0.02163 758435 5.51 0.0206

It is observed that athough the backward elimination process in both the cases (15 and 16
Variables) returns amost similar variables, one can note that by including replication as a
variable in the 16 variable model, R-square value isincreased. Moreover it is observed that in the
later case, since replication effect is significant, it shows that the fertility gradient has been
established.

The optimal values of Nitrogen, Phosphorus and Potassium could be derived from these multiple
regression equations by differentiating separately with respect to each nutrient and then solving
the resulting equations (obtained by substituting the respective soil test values of SN, SP and SK
in the equation of the site) . The process is cumbersome.

Going through all these pros and cons one would like to switch to Response Surface
Methodology.

In the sequel we compare the derived optimal values of Nitrogen, Phosphorus and Potassium by

the method of the Targeted yield equations (as followed by STCR project at present) and by the
method of Response Surface for this experiment at Maruteru.
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Targeted Yield Equation (over all the gradients(120 obser vations))

Parameter N P,Os KO Fertilizer Adjustment Target Soil-test Optimum
Equations Values  Fertilizer
doses
(g/ha) (kg/ha) (kg/ha)
NR(kg/q) : 2.0696 1.1273 2.7009 FN=3.79*T-0.29 SN 57.23 350.0 119
CS : 0.1728 0.4100 0.1607 FP=2.68*T-2.13 SP 234 73
CF : 04777 04409 1.2073 FK=2.02*T-0.16 SK 336.0 72

The response surface methodol ogy gives the following result:

Estimated Ridge of Maximum Response for Variableyield

Coded Estimated Standard Optimum Valuesfor estimated response (kg/ha)
Radius Response Error FN FP FK
0.0 4816.166011  92.983229  75.000000  40.000000  40.000000
0.1 4959.066187  91.659901  82.306326  40.175470  40.885936
0.2 5089.543958  90.680606  89.555785  40.296774  41.909562
0.3 5207.759986  89.907002  96.728358  40.343527  43.096714
04 5313925126  89.349541 103.796470  40.284766  44.477402
05 5408.319691  89.151290 110.722201  40.071809  46.084588
0.6 5491.321773  89.551571 117.453557  39.625232  47.950096
0.7 5563451148 90.820730 123.918995  38.810728  50.094093
0.8 5625443701  93.159009 130.016843  37.397431  52.500203
0.9 5678.388127  96.555567 135.590960  35.013582  55.062034
1.0 5723945073 100.648392 140.401762  31.243843  57.511417

The two results of optimum values of fertilizer doses derived by Targeted yield equations and
Response Surface methodology are given above. From above it is observed that the two methods
seem to be matching though differing somewhere. Further study is needed to understand the
mechanism of the difference between the two methods.

Here in brief we discuss Response Surface Methodology and then present a method, which has

been developed at IASRI, New Delhi. In this the optimal values of nutrients could be derived
with respect to soil test values of the site in question.

21



3.2 Response surface methodology
Fitting a Second Order Response Surface

Let us consider thefitting of a second order model in k variables of the form

Y=[30+é[3ixi +ZI::LB“X2i +Z§k:[3ijxixj S .. (3.1

i<j
The number of termsin the modd (3.1) is p' =(k+1)(k+2)/2, in our case we have taken k=3 i.e

the three fertilizer nutrients FN, FP and FK and so the number of terms is 10 and the model
becomes

Y=Bo+ B; FN + B, FP + B3 FK + B, FN° + Bs FP” + B FK? + B; FNXFP + Bg FNxFK +
+Bg FPXFK +¢

The fitted modd takes the form

Y =bo+ by FN + by FP + bs FK + by N2+ bs FP? + bg FK2 + by FNXFP + bg FNXFK +
+hg FPXFK .. (32

After the fitted model is checked for adequacy of fit in the region defined by the coordinates of
the design and is found to be adequate, the model is then used to locate the coordinates of the
stationary point and to perform a canonical analysis of the response surface. If the stationary
point is found to be inside the experimental region, then we describe the nature of the stationary
point i.e. whether it is a maximum, a minimum, or a saddle point (minimax point, i.e. neither
maximum nor minimum). If the stationary point is not inside the experimenta region, then the
search for maximum response is undertaken by Ridge analysis. In general, this method is used

for finding the absolute maximum (minimum) of estimated response Y on concentric spheres of
varying radii. For adetailed study the reader isreferred to Khuri and Cornell (1987).

For the analysis by Response Surface methodology described above, the SAS package PROC
RSREG has been used. Further in the above analysis, the soil variables SN, SP and SK has been
taken as covariates to include them into the system.

3.3 Analytical technique developed

At present when the multiple regression equation does not provide the required optimal values of
the fertilizer nutrients, the same are worked out through Fertilizer adjustment equations
developed by STCR. The equations thus generated although provide good results at the follow
up trials but are not statistically sound. Therefore, there is variation in the coefficients from year
to year and so these cannot be pooled. In order to give a statistical backing to the whole process,
a method has been worked out at IASRI to get the desired results by combining the method of
fertilizer adjustment equations with that of response surface methodology.

The basic assumption in the targeted yield approach is that the plant nutrient uptake from the
control plots and treated plots is same. Therefore it was felt that the doses of FN, FP and FK be
worked out through Response Surface Methodology by exploring the response surface in the
vicinity of stationery point. The stationery point is a point of a maximum, minimum or a saddle
point (which neither maximum nor minimum). This method is applicable when the stationery
point lies within the experimental region. If it is not within the experimental region, then also it
is possible to find out the different combination of doses of FN, FP and FK with the help of
canonical analysis of the response surface and ridge analysis.
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EXAMPLE 3.3

For the illustration of the method and the corresponding results, we have chosen the same
example of the data of one of the centers of the STCR project, namely, Maruteru (Rabi-Rice),
1994.

Multiple regression was fitted to the data, which is as follows (15 variables as taken earlier):

y =4190.1034 - 5.5862SN +1.7570511SP —1.817621SK + 13.599559FN *

+1.8233963FP +16.232643FK * —0.154184FN? * * 4 0.0805624F P2 *

—0.102418FK ? *— 0.036346FNFP + 0.00314FNFK + 0.0008499FPFK
+ 0.0957009FNSN *— 0.065072FPSP — 0.002574FKSK

R?=0.9089

Where SN, SP, SK are soil available nutrients, FN, FP, FK are added fertilizers

By substituting the values of SN, SP, SK of a particular plot, corresponding to a particular
treatment, we get afitted response surface in FN, FP and FK with following results:

For given SN=350; SP=23.4; SK=336

Eigen Eigenvectors
Value
FN FP FK
FN 0.0819615 -0.07672 0.0300211 0.9966006
FP -0.10237 0.9970513 0.0006604 0.0767347
FK -0.155631 0.0016455 0.999549 -0.029983
The co-ordinates of the stationary point:
FN FP FK
145.26043 30.493334 77.376379

The predicted yield at the stationary point: 5664.5034 kg/ha

As one Eigen Valueis positive and two Eigen Values are negative, therefore, the stationary point
is a saddle point indicating that there is neither Maxima nor Minimum. Also a situation can arise
for a saddle point when two Eigen Vaues are positive and one is negative. If al are positive then
itiscalled aminimaand if all are negative then it is amaxima.

3.4 Exploration of the Response Surfacein thevicinity of Stationery Point

The estimated response increases upon moving away from the stationary point along the W; if
corresponding /; is positive and decreases upon moving away from stationary point along the W;
if corresponding 4; is negative. If the stationary point is minimax (saddle point) point, then it is
desirable to explore the response surface in the vicinity of stationary point and determine the
combinations of inputs for a given response. To achieve this, the W;’s corresponding to negative
Ai ‘s are set to zero. Now, the values of the W;’s corresponding positive A4; ‘s are generated. To be
clearer, in this case one of the A; ‘s denoted by A4; is positive. Then, a restricted canonical
eguation can be written as

Yges = Yo + 1 Wy (3.3)

where Y 45 denotes the desired response. If Yges — Yo is denoted by difference of the desired and

predicted response, then
Difference = 1, W;? (34)
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Wi

a2

=1

=

where a? = Difference / A

This equation represents a straight line. W; should be so generated that it falls inside the interval
(-a, @). Once the W, is generated, W; ' s are known, we would like to express W; in terms of X; ‘s .
This can be achieved by x = MW + X, , where X, isthe stationary point.

Let us assume that we get A,,A,and A5 as0.0819615, -0.10237 and

-0.155631. As 1,,A5 arenegative, therefore, take w, =w,; =0. Let

M ={-0.07672 0.0300211  0.9966006,
0.9970513 0.0006604 0.0767347,
0.0016455 0.999549  -0.029983};

denotes the matrix of eigenvectors. Let the estimated response at the stationary points be
5664.5034 kg/ha. Let the desired response be Y, =6000kg/ha. Therefore, let w,, obtained

from the equation is sgrt (difference/0.0819615)=AX1, say. To obtain various different sets of
many values of w,, generate a random variable, u, which follows uniform distribution and

multiply this value with 2u —1 such that w, lieswithin theinterval, (-AX1, AX1). Now to get a
combination of x;'s that produces the desired response, obtain x = M * W + X, with the help of

the following SAS code:

PROC IML;

W=J(3,1,0);

Y des=6000;

W2=0;

W3=0;

Dif=Y des-5664.5034 ;

Ax1=Sgrt(dif/0.0819615);

u= uniform(0);

W1= ax1*(2*u-1); print wl;

w[l] =wl;

w[2] =0;

w[3,] =0;

m ={-0.07672 0.0300211  0.9966006,
0.9970513 0.0006604  0.0767347,
0.0016455 0.999549  -0.029983};

xest = {145.26043, 30.493334, 77.376379};

X = m*w+Xxest;

print X;

run;

Results:

Desired Yield FN FP FK

6000kg/ha 144.79605 36.528386 77.386339
146.84785 39.8632775 77.342332
14475153 37.106991 77.387294
141.9171 38.94317 77.448087

6100kg/ha 14491531 34.978478 77.383781
143.36787 55.089018 77.416971
146.3448 46.400841 77.353121
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This computer programme has been created for working in SAS package for checking the
methodology. The technique is quite computer intensive. The development of a step-by-step
procedure and the corresponding preparation of user-friendly software package are very
necessary and will be taken up in a subsequent project.

3.5 Regression analysis
Various Multiple Regression models were tried including the one used by the AICRP on STCR.
Model-1 (9 variable modél)
Y=Bo+ By FN + B, FP+ B3 FK + B, FN?+ Bs FP* + Bg FK® +
+ B7 FNXFP + Bg FNXFK + Bg FPxFK +¢ . (3.5

Model-I1 (12 variable model (STCR model))
Y=By+ B; FN + B, FP + B3 FK + B4 FN?+ Bs FP? + Bg FK? + B; SN + Bg SP + By SK+
+B1o FNXSN + By FPxSP + By, FKxSsK+¢ ... (36)

Model-111(a) (15 variable model)
Y=Bg+ B1 FN + B, FP + B3 FK + B4 FN?+ Bs FP? + Bg FK? + B; SN + Bg SP + By SK+
+B10SN*+B1,SP*+B1,SK +B1sFNXSN+B 1 4FPXSP+BsFK xSK+e ... (3.73)
Model-111(b) (15 variable model)
Y=Bg+ B1 FN + B, FP + B3 FK + B4 FN?+ Bs FP? + Bg FK? + B; SN + Bg SP + By SK+
+B1o FNXSN + B11 FPXSP + By, FKXSK +B13 FNXFP + B14 FNXFK + Bis FPXFK + ¢
..... (3.7b)

Model-1V (18 variable mode!)

Y=By+ B;1 FN + B, FP + B3 FK + B4 FN?+ Bs FP? + Bg FK? + B7 SN + Bg SP + Bg SK+
+B19 SN? + By SP? + By SK? +B13 FNXSN + By FPXSP + Bys FKxSK + Byg FNXFP +
+By7; ENXFK +Big FPXFK +¢ (3.8)

Where, FN, FP, FK are added fertilizer nutrients of Nitrogen, Phosphorus and Potassium
respectively. SN, SP, SK are soil available nutrients of Nitrogen, Phosphorus and Potassium
respectively, collected before the conduct of the main experiment and ¢ is the random error term
which is distributed normally as N~(0,6?).

Besides these models, another set of 10, 13, 16 and 19 models were tested by adding replication
as one of the parameters to each of the above models.

The data of each experiment was subjected to multiple regression using backward elimination
procedure with the help of PROC REG of the SAS package. The SAS code used is given in the
appendix.

3.6 Regression diagnostics

Regression Diagnostics refers to the various methods that can be used effectively to flag
observations that are dominating the regression. This also helps in detecting problems with either
the model or data set. At present thisis a very active field of research. Here we discuss few of
them. For further study one can refer to Belsley, Kuh and Welsch(1980) and Cook and
Weisberg(1982) which gives afairly thorough coverage of the theory and methods of diagnostic
techniques.
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Regression model is fitted using least square technique for estimating parameters. The
optimality properties of these estimates are described in an ideal setting, which is not often
realized in practice. It has been observed that regressions based on different subsets of data
produce very different results, raising questions of model stability. Frequently we do not have
‘good’ datain the sense that errors are non-normal or the variance is non-homogeneous. The data
may contain outliers or extremes, which are not easily detectable but highly influential, as the
least square estimation procedure tends to pull the estimated regression response towards
outlying observations. The variable pool may not contain the right variables in the proper
functional forms and we may have included variables with a high degree of multi-collinearity.
Presence of multi-collinearity in data causes serious problems in estimation, prediction and
interpretation. Moreover the estimated regression may be unrealistic in magnitude and sign. In
the sequel we discuss here some of the techniques of regression diagnostics.

3.6.1 Residual analysis

Analysis of regression residuals, or some transformation of the residuals, is very useful for
detecting inadequacies in the model or problems in the data. The true error in the regression
model are assumed to be normally and independently distributed random variables with zero
mean and common variance € ~ N(0,16) . The observed residuals, however are not independent
and do not have common variance, even when the 16 assumption is valid. Under the usual least
squares assumptions,

e=Y-Y=Y-XB=Y - (X(X'X)*X)Y =Y -PY = (I-P)Y has a multivariate normal
distribution with E(e) = 0 and Var(e) = (I-P) ¢ . Where P = (X(X'X)™X') is an n x n matrix
determined entirely by the X's. This matrix plays a particularly important role in regression
anaysis. It is a symmetric matrix (P'=P) and aso idempotent (PP= P) and is therefore a
projection matrix. The diagonal elements of Var(e) are not equal, so the observed residuals do
not have common variance; the off-diagonal elements are not zero, so they are not independent.

The heterogeneous variances in the observed residuals are easily corrected by standardizing
each residual. The variances of the residuals are estimated by diagonal elements of (I-P)S’.
Dividing each residual by its standard deviation gives a standardized residual, denoted withr; ,

h=—S__ (3.9)

- Sy/(@-V;)

Where Vjj isthei™ diagonal element of P. All the standardized residuals (with  in place of S
in the denominator) have unit variance.

Another form suggested by Belsley, Kuh and Welsch (1980) is to standardize each residual with
an estimate of its standard deviation that isindependent of the residual. The variance labeled s,
where the subscript in parentheses indicates that the i observation has been omitted for the
estimate of 2 . Thisis Studentized residual, denoted by r;".

= S (3.10)

Siy+/(1— Vi) .

Each Studentized residua is distributed as Student's t with (n-p’-1) degrees of freedom when
normality of e holds. These Studentized residuals are easily obtained by using the option
RSTUDENT in PROG REG for regression provided by SAS Institute.

Although these residuals have been used extensively to study the validity of the regression

models, the heterogeneous variances of the observed residuals and the lack of independence
among all types of residuals complicate interpretation of their behavior. For example an outlier
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may go undetected by inflating the residuals of al other observations and may itself have a
relatively small residual.

In spite of the problems associated with their use, the observed, standardized Studentized
residuals have proven useful for detecting model inadequacies and outliers. For most of the cases
the three types behave similarly and lead to similar conclusions. The primary advantage of
Studentized residuals over the standardized residuals is their closer connection to the t-
distribution. This allows the use of Student’st as a convenient criterion for judging whether the
residuals are inordinately large.

3.6.2 Plot of eversus Y

The plot of residuals against the fitted values of the dependent variable is particularly useful.
A random scattering of points above and below the line e = 0 with nearly all the data points
being within the band defined by e = +2s

3.7 Influence Statistics

The reference values for the influence statistics are as follows:

e v, elements of P (caled HAT DIAG in PROC REG): Average value is p/n. A point is
potentially influential if vij > 2p'/ n. Where p' is the number of variablesin the model and nisthe
number of observations.

e Cook'sD : Cutoff value for Cook'sD is4/ nif therelationship to DFFITS is used.

e DFFITS: Absolute values greater than 2V p'/n indicate influenceon Y .
o DFBETAS; : Absolute values greater than 2/vn indicate influence on ;.

e COVRATIO: Vauesoutsidetheinterval 1+ 3p'/ nindicate amajor effect on the generalized
variance.

The data of Maruteru, as detailed earlier, was subjected to the above regression diagnostics and
the results have been discussed in Chapter V1.

3.8 Extent of data

When the project was started, data in hand was only a few experiments of Hyderabad centre.
After the commencement of the project, a tentative schedule(proforma) for recording the
ancillary information of the conducted experiment along with yield data and other particulars of
interest, was prepared and sent to the respective in-charge of various centres including the
Project Co-ordinator. Initialy data from eight centres viz. Kayani (W.B.), Vélanikkara
(Kerad@). Jabalpur (M.P.), Barrackpore (W.B.), Pdampur (H.P.), Ludhiana (Punjab), Raipur
(Chhattisgarh) and Coimbatore (T.N.) has been received. The data received pertain to years from
1996 to 1998 only. We required data for at least past five years. After the annual workshop of
the AICRP on STCR held at at BCKVV, Kalyani, from 30™ January 2002 to 2" February, 2002,
further data could be gathered from the annual reports of some of the centres. At other centres
the data in the annua report were of use for calculating the basic data for fertilizer adjustment
equations and not sufficient for performing regression analysis or response surface methodol ogy.
However the data gradually trickled in due to the intervention of the Project Coordinator of
AICRP on STCR till late December 2002. The position of datais given in the appendix.

In this project we have chosen experiments from some of the centres, where the analysis could
be carried out for Multiple regression, Response surface and for developing the Targeted yield
equations. At other centres the sets of data were not complete and there was very short time | eft
for the clarification and correction of the discrepancies. The details of the chosen experiments
are asfollows:

27



S.No. | Centre Crop/variety Year | Season
1 Bhubaneswar(Orissa) Rice(Konark) 1998 | kharif
2. Bhubaneswar(Orissa) Rice(Lalat) 1999 | kharif
3. Bhubaneswar(Orissa) Rice(Konark) 2000 | kharif
4, Hisar(Haryana) Wheat (542) 1993 | Rabi
5. Hisar(Haryana) Wheat (896) 1995 | Rabi
6. Hisar(Haryana) Wheat(cvsonak) | 1997 | Rabi
7. Kalyani(West Bengal) Wheat 1999 | Rabi
8. Kalyani(West Bengal) BoroRice 2000 | Kharif
9. Kalyani(West Bengal) Rape 1998 | Rabi
10. Hyderabad(Andhra Pradesh) | Sunflower 1993 | Rabi
11. Hyderabad(Andhra Pradesh) | Rice 1994 | Rabi
12. Hyderabad(Andhra Pradesh) | groundnut 1997 | Rabi

Besides these experiments, we have taken

experiments. They are:

up some experiments for studies specific to the

S.No. | Centre Cropl/variety Year | Season
1. Maruteru(Andhra Pradesh) Rice 1993 | Rabi
2. Maruteru(Andhra Pradesh) Rice 1994 | Rabi
3. L udhiana(Punjab) Wheat 1997 | Rabi
4, Coimbatore(Tamil Nadu) Onion 1998 | Rabi
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Chapter -1V

DESIGNING OF STCR EXPERIMENTS

4.1 Introduction

The experiments under AICRP on Soil Test Crop Response Correlation (STCR) are to be
conducted on a soil with a wide range of soil fertility in terms of available nitrogen (N),
phosphorus (P) and potassium (K). For getting the wide ranges of soil fertility, normally the
fertility gradients are created in the previous season. For the fertility gradient experiment, the
areais divided into four equal strips. On each strip the four different fertilizer treatments viz. O
X, 0.5X, X and 2X are applied. Here X is the recommended dose of N, P and K. It is followed
by sowing of an exhaust crop, preferably a crop that is not going to be taken as atest crop in the
next season. The demarcation of the strips are maintained after the harvest of the exhaust crop so
as to facilitate the laying out of the soil test crop response correlation experiment in the next
Season.

To meet the objectives, the selection of the levels of the chemical fertilizers and the fraction of
the total factoria treatment combinations is to be made in an objective fashion. The different
treatment structures as explained by Ramamoorthy et. a (1967) in various co-operating centres
are given in Table 5.1. Throughout this chapter we shall denote the levels of afactor at s levels
with 0, 1,..., 5-1. Zero ‘0’ generally denotes the no application of that particular factor.
Table4.1: Treatment structures experimented in the STCR

Nutrient Levels No. of
S.No. N P K treatments Treatment Combinations
1 5 4 3 22 000, 201, 220, 221, 222, 332, 000, 300, 322,

331, 422, 431, 100, 210, 211, 330, 421, 110,
111, 200, 311, 432

2 5 3 4 31 000, 423, 322, 101, 311, 201, 221, 303, 211,
323, 112, 210, 203, 300, 110, 223, 302, 301,
000, 422, 313, 220, 212, 111, 200, 421, 411,
410, 100, 213, 222

3 4 4 2 16 000, 030, 011, 021, 101, 131, 110, 120, 201,
231, 210, 220, 300, 330, 311, 321
4 5 4 3 22 000, 011, 100, 110, 111, 200, 201, 210, 211,

220, 221, 222, 300, 330, 311, 331, 322, 332,
421, 422, 431, 432

5 4 3 2 24 000, 001, 010, 011, 020, 021, 100, 101, 110,
111, 120, 121, 200, 201, 210, 211, 220, 221,
300, 301, 310, 311, 320, 321

6 5 4 4 14 000, 111, 211, 221, 222, 311, 322, 331, 332,
333, 422, 431, 432, 433

7 5 5 5 15 000, 001, 010, 011, 100, 101, 110, 111, 222,
223, 224, 232, 242, 322, 422

8 5 5 5 14 000, 032, 132, 232, 302, 312, 322, 330, 331,
332, 333, 334, 342, 432

9 5 5 5 14 000, 033, 133, 233, 303, 313, 323, 330, 331,
332, 333, 334, 343, 433

10 4 4 4 11 000, 022, 122, 202, 212, 222, 232, 220, 221,
223, 322
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There are many more variations of the treatment structures that are being used for field
experimentation for the project. It iswell known that in an experiment where it is desired to build
a relationship between the response and levels of the input factors, it is desired that the number
of treatment combinations tried should be more than the number of parameters estimated in the
model. It is generally believed that quadratic response surface is a good fit in fertilizer trials.
Thus, if we want to fit a complete quadratic response surface, we need more than 28 design
points as we have 6 input factors namely, soil nitrogen (SN), soil phosphorus (SP), Soil
potassium (K), added nitrogen (FN), phosphorus (P) and potassium (K) respectively. In this
situation, the quadratic terms of SN, SP, SK and cross product terms like FNxSP, FNxSK,
FPxSN, FPxSK, FKxSN FKxSP, SNxSP, SNxSK and SPxSK may not play very important role.
Therefore, we require at least 17 distinct points for fitting the response surface and some points
are to be replicated to estimate the pure error. The most common treatment structure is 21 design
pointsin case of 5 x 4 x 3 factorial and 7 absolute treatment combinationsi.e. per strip there are
28 design points. The design points are given at serial number 1 in Table 4.1. We have to use
these design points in our further discussions; therefore, we number these points and present in
Table4.2.

Table 4.2: Design being used at present by STCR (Design points given below + 7 controls;
Total 28 design points)

Design Point

R2|©O|0|No0 MWD

l:
AR BRBDWWRWWWWNNNNNNNRRIROIZ
WIN|WINWIN|WRIWOINNFR|ON|FR|O|R|Fk|O|F|T
NNFRIFRINNRFRRFROIOINIFRIFRIFR|IOIOIO|R OO |A
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Some of the centers aso use a5 x 4 x 3 design in 32 plots per strip. These design points are
givenin Table 4.3.

Table 4.3: Design points given below (DESIGN 1 — Design points 13, 15, 17) + * points +
8 control; Total 32 points

1. 0 1 1
2. 1 0 0
3. 1 1 0
4. 1 1 1
5. 2 0 0
6. 2 1 0
7. 2 2 0
8. 2 0 1
9. 2 1 1
10. 2 2 1
11 2 2 2
12. 3 0 0
13.* 3 0 1
14.* 3 1 0
15. 3 1 1
16.* 3 2 0
17.* 3 2 1
18. 3 2 2
19.* 4 1 1
20.* 4 1 2
21. 4 2 1
22. 4 2 2
23. 4 3 1
24, 4 3 2

A discussion with the subject matter specialists, revealed that besides fitting of a restricted
guadratic response surface, the following points should be kept in mind in the choice of a
treatment structure. The design or the treatment structure should enable to study the (i) response
dueto N, P, and K, (ii) accumulation behaviour of N, P, and K (iii) dilution behaviour of N, P,
and K and should include (iv) treatment combination corresponding to balanced fertilizer dose of
N, P, and K and (v) a treatment combination corresponding to highest level of N, P, and K. The
designs discussed in Tables 4.2 and 4.3, do not answer some of these questions. Therefore, in the
present investigation an attempt has been made to devel op the designg/ treatment structure taking
into account the above points. These designs are discussed in the section 2.

4.2 Proposed Designs

In this section, we shall describe, the designs obtained for (5x4x3),(4x4x4), (4x4x3) and
(4x3x3) factorials. These designs were developed under the active support and guidance of Dr.
V.K.Gupta, Head, Division of Design of Experiments and presented during the meeting with
subject matter speciaists, DDG(NRM) and Project Co-ordinator held at IASRI, New Delhi on
April 16, 2002. The presentation was made by Dr. V.K.Gupta. although all the designs discussed
above shall be given, but the design for 5x4x3 factoria will be discussed in detail.
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Table 4.4: DESIGN PROPOSED(5%4X3):
The design points given below + 4 control; Total 28 design points

Design N P K
Points

1. 0 2 1

2. 1 2 1

3. 2 2 1

4. 3 2 1

5. 4 2 1

6. 3 0 1

7. 3 1 1

8. 3 3 1

0. 3 2 0

10. 3 2 2
11. 0 3 2
12. 1 3 2
13. 2 3 2
14. 3 3 2
15. 4 3 2
16. 4 0 2
17. 4 1 2
18. 4 2 2
19. 4 3 0
20. 4 3 1
21. 2 1 1
22. 4 0 0
23, 0 3 0
24, 0 0 2

In place of 22, 23, and 24 one may aso try the following

22. 4 1 1
23. 1 3 1
24. 1 1 2

In the sequel we give the comparison of the proposed design with the design givenin Table 4.3.

Table4.5: COMPARISON

STCR DESIGN DESIGN PROPOSED
S.No. N P K S.No. N P K
1 0 1 1 1. 0 0 2
2. 1 0 0 2. 0 2 1
3. 1 1 0 3. 0 3 0
4. 1 1 1 4. 0 3 2
S. 2 0 0 S. 1 2 1
6. 2 1 0 6. 1 3 2
7. 2 1 1 7. 2 1 1
8. 2 2 1 8. 2 2 1
9. 2 2 0 9. 2 3 2
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10. 2 0 1 10. 3 3 2
11. 2 2 2 11 3 3 1
12. 3 2 2 12. 3 2 2
13. 3 0 1 13. 3 0 1
14. 3 2 1 14. 3 2 1
15. 3 1 1 15. 3 1 1
16. 3 2 0 16. 3 2 0
17. 3 1 0 17. 4 3 0
18. 3 0 0 18. 4 0 0
19. 4 1 1 19. 4 0 2
20. 4 1 2 20. 4 1 2
21. 4 2 1 21 4 2 1
22. 4 2 2 22. 4 2 2
23. 4 3 1 23. 4 3 1
24, 4 3 2 24, 4 3 2

> For thedesignin Table4.2
It is not possible to get response to N and P. However, response to K can be obtained at
levels 2 of N and P and levels 3 of N and P. This design does not include the balanced
fertilizer dose. However, the highest levelson N, P, and K are included as a design point.

> For thedesignin Table4.3
It ispossible to get the responseto N at levels 1 of P and K (and not at optimum
levelsof P and K that are 2 and 1 respectively).
Similarly, the response to K can be obtained at levels 2 of both N and P and at optimum
levels3 of N and 2 of P.
However, it is not possible to obtain the response of P at any levels of N and K.

> Intheproposed design given in Table 4.4, however, the scenario isdifferent.

» For studying responseto N

Design points1-5 Design points 11 - 15

Point N P K Point N P K
1. 0 2 1 11. 0 3 2
2. 1 2 1 12. 1 3 2
3. 2 2 1 13. 2 3 2
4, 3 2 1 14. 3 3 2
5. 4 2 1 15. 4 3 2

» For studying responseto P

Design points4, 6, 7, 8 Design points 15, 16, 17, 18

Point N P K Point N P K
4, 3 2 1 15. 4 3 2
6. 3 0 1 16. 4 0 2
7. 3 1 1 17. 4 1 2
8. 3 3 1 18. 4 2 2

33




» For studying responseto K

Design points 4, 9, 10 Design points 15, 19, 20
Point N P K Point N P K
4. 3 2 1 15. 4 3 2
0. 3 2 0 19. 4 3 0
10. 3 2 2 20. 4 3 1
» For studying accumulation behaviour of N, P, K
Points N P K N P K
22, 4 0 0 4 1 1
23. 0 3 0 or 1 3 1
24, 0 0 2 1 1 2
» For studying dilution behaviour of N, P, K
Points N P K
11. 0 3 2
16. 4 0 2
19. 4 3 0
> Balanced fertilizer doses/Highest Doses
Points N P K
4. 3 2 1
15. 4 3 2
Comparison
Characteristic Design (Table 4.2) Design (Table 4.3) Proposed
Design
Response to N at optimum No No Yes
levelsof Pand K (2 and 1) (Possible only at
levels 1 Of P and K)
Response to P at optimum No No Yes
levelsof N and K (3 and 1)
Response to K at optimum No Yes Yes
levelsof N and P (3 and 2) (Possible at levels 2
of N and P and levels
3of Nand P)
Accumulation behaviour No No Yes
Dilution behaviour No No Yes
Balanced dose No Yes Yes
Highest dose Yes Yes Yes

Note 4.1: It can be observed that the proposed design involves some of the design points that
involve application of phosphorus and potassium at zero level of nitrogen. Some agronomists
may have an objection to the inclusion of such points in the design. These points are, however,
necessary to study the accumulation behaviour of P and K. If required, these points may be
replaced by the points where the nitrogen is at lowest level other than zero. This, however, may
not provide the accumulation behaviour of a particular input. If the accumulation behaviour of P
and K are not of interest (as was felt by some of the subject matter speciaists in meeting held at
IASRI, New Delhi on April 16, 2002), then one may think of replacing these points by some
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other combinations. The points0 2 1 (point number 1 in Table 4.4) and 0 3 2 (point number 11 in
Table 4.4) are required for obtaining the response of nitrogen. One may think of experimenting
with non-zero levels of N, P and K. Of course absolute control 0 0 0 may be included in the
experiment to study the relationship between the soil test values in the unfertilized plots and the
corresponding crop yields.

In the sequel we give the designs for (4x4X4) , (4x4X3) and (4%x3%3) experiments. The
discussion in note 4.1 is also applicable to these designs.

Table4.6: DESIGN PROPOSED (4x4x4):
The design points given below + 4 control; Total 28 design points

Design N P K
Points
1. 0 2 2
2. 1 2 2
3. 2 2 2
4. 3 2 2
5. 2 0 2
6. 2 1 2
7. 2 3 2
8. 2 2 0
0. 2 2 1
10. 2 2 3
11. 0 3 3
12. 1 3 3
13. 2 3 3
14. 3 3 3
15. 3 0 3
16. 3 1 3
17. 3 2 3
18. 3 3 0
19. 3 3 1
20. 3 3 2
21. 2 1 1
22. 3 0 0
23. 0 3 0
24, 0 0 3
In place of 22, 23, and 24 one may also try
the following
22. 3 1 1
23. 1 3 1
24, 1 1 3
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Table4.7: DESIGN PROPOSED (4%x4x3).
The design points given below + 7 control; Total 28 design points

Design N P K
Points

1. 0 2 1

2. 1 2 1

3. 2 2 1

4. 3 2 1

5. 2 0 1

6. 2 1 1

7. 2 3 1

8. 2 2 0

0. 2 2 2

10. 0 3 2

11. 1 3 2

12. 2 3 2

13. 3 3 2

14. 3 0 2

15. 3 1 2

16. 3 2 2

17. 3 3 0

18. 3 3 1

19. 3 0 0

20. 0 3 0

21, 0 0 2

In place of 19, 20, and 21 one may aso try the
following

19. 3 1 1

20. 1 3 1

21, 1 1 2
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Table4.8: DESIGN PROPOSED (4x3x3):
The design points given below + 4 control; Total 24 design points

Design N P K
Points
1. 0 1 1
2. 1 1 1
3. 2 1 1
4. 3 1 1
5. 2 0 1
6. 2 2 1
7. 2 1 0
8. 2 1 2
0. 0 2 2
10. 1 2 2
11. 2 2 2
12. 3 2 2
13. 3 2 0
14. 3 2 1
15. 3 0 2
16. 3 1 2
17. 1 1 2
18. 3 0 0
19. 0 2 0
20. 0 0 2
In place of 18, 19, and 20, one may also try the
following
18. 3 0 1
19. 3 1 0
20. 1 2 1

4.3: Designing with Organic Manure (OM) and Bio-fertilizers (BF)

In addition to the objectives mentioned in section 4.1, the experiment is also aimed at evolving
basis for conjoint use of organic manures and fertilizers efficiently in providing integrated
nutrient supply system. The inclusion of organic manure(s) (OM) and biofertilizers (BF) in the
experiment shall be discussed in the sequel. We shall illustrate the designing with OM and BF
for one casg, i.e., 5x4x3 experiment. For other cases, it can be done similarly.

Suppose that OM with 4 levels as OM0, OM1, OM2, OM3 required to be introduced in the

design. To get the treatment structure of the 5x4x3 (NxPxK ) design with four levels of OM:

e Divide 24 treatment combinations into 4 groups named as A, B, C and D and control
treatment is added once to each group.

e Each group thus has 7 treatment combinations.
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The groups formed are shown below:

A B C D
021 211 321 4 21
032 221 311 331
400 301 320 322
030 132 2 32 332
002 4 30 412 4 3 2
121 4 0 2 4 31 4 2 2
000 000 000 000

The OM levels denoted as OM0O, OM 1, OM2, OM3 are superimposed on the 4 strips as follows:

I 1 Il IV
OM3 A B C D
OM2 B C D A
OM1 C D A B
OMO D A B C

The main features of the above design are:

This arrangement is a Latin Square type arrangement.

All trestment combinations are tried on each level of OM. All treatment combinations are
tried on all the strips.

All the four groups viz. A, B, C, D, are appearing with every level of OM and aso in al the
strips precisely once.

This design may be viewed aternatively as a reinforced resolvable block design with four
replications (or resolvable groups). Each group is acomplete replicate.

The 4 levels of OM are the 4 replications or the 4 resolvable groups.

There are four blocks within each replication. The four strips on each level of OM are the 4
blocks. In all there are 16 blocks.

There are 6 treatment combinations in each block.

Each block is reinforced with a control treatment.

Thus the resolvable design has the following parameters:

Number of treatments, v = 24 + 1 (control), Number of replications = 4, Number of blocks per
replication = 4, Total number of blocks = 16, Number of treatment combinations per block or the
block size = 7, Replication of treatment combinations = 4, Replication of the control treatment =

16.

» How to Analyzethe Data?

The analysis of the data generated can be presented in the following ANOVA:

Sour ce D.F.
Replications (OM) 3
Blocks within replication [Strips within levelsof OM] 12
Treatments 24
Error 72
Total 111

Through this analysis one can identify the best level of OM. Analysis of covariance may aso be
carried out using SN, SP and SK as covariates.
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The ANCOVA will be as follows:

Source D.F.
Replication (OM) 3
Blocks within replication [Strips within levelsof OM] 12
Treatments 24
SN 1
SP 1
SK 1
Error 69
Total 111

One may be interested in comparing the performance of treatment combinations at different
levels of OM. For example, one may be interested to study whether or not the effect of balanced
fertilizer dose is same at OMO and OM3 levels of OM? For making such comparisons, contrast
anaysis would be useful. However, to make such comparisons possible, one needs to analyze the
data differently. Instead of 25 treatment combinations (24 + one control), now one has to think of
25%x4 = 100 treatment combinations obtained by taking the combinations of 25 treatments and 4
levels of OM. The data is then analyzed as per procedure of completely randomized designs and
taking SN, SP and SK as covariates. This procedure ignores the effect of strips that seems
appropriate, as SN, SP and SK have been included as covariates.

One may be interested in studying the effect of OM on the relationship of soil test values (SN,
SP and SK) and added fertilizers FN, FP and FK. To study this, one may

e Fit the second order response surface to the 28 design points at each level of OM ignoring the
effect of strips.

The effect of strips may be ignored since we are taking soil parameters into consideration.
Y =By +B,SN +B,SP+B,SK +B,FN+BFP+BFK +B,FN?
+BgFP? + B,FK? + B, FN x FP+B,,FN x FK + B,,FPx FK
+BsFNxSN +B,,FPxSP+B,;FK xSK + e

e Test the homogeneity of the four regression equations.

e |If the regression equations are not homogeneous, then separate recommendations may be
made for each level of organic manure otherwise we can pool the data and fit only one
response surface.

e |If we areinterested in giving recommendations on the given level of OM, then the effect of
OM can also be incorporated into the model as:

Y =By +BSN+B,5P+B,SK+B,FN+BFP+BFK + [37FN2
+BgFP? + BFK? + B,,FN x FP+ B, FN x FK + B,,FPx FK
+BFNxSN +B,,FPxSP+ B, FK xSK +3,,OM + e
Here OM is taken as covariate. If the organic manure levels are quantitative in nature, then we
may include the interaction terms of OM with and FK in the model. Since al the 25 distinct
design points have been tried at each level FN, FP of OM, therefore, separate response curves

may aso be fitted for N, P and K at each level of OM. The homogeneity of the response curves
for N, P, and K may also be tested over al levels of OM.
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4.4 Discussion

In the meeting held at IASRI, New Delhi on April 16, 2002, it was felt that these experiments
have been continuing since long. Therefore, now we should conduct experiments with N (3
levels), P (3 levels) and K (3 levels). The levels of N, P and K are to be decided based on the
results of previous experiments. Three levels of organic manure are to be incorporated while
deciding the treatment structure. The three levels should not include the zero application of the
particular input. Absolute control treatments, however, can be incorporated in the design. An
effort to finalize the design in discussion with the Project Co-ordinator and subject matter
specialistsisin progress.

Table 4.8 : Treatments Structures (asreported) experimented in the STCR at
various centres

S.No. | Centre/crop/ | Nutrient Levels | No.of Treatments
variety/year treatments
FYM |N|P|K
1. Kalyani/ 0 5(4/|3|27 Same combination in all strips
Rice/IET- 011,100,110,111,200,201,210,
4094/1996 211,220,221,222,300,311,322,
330,331,332,421,422,431,432,
000 ( 7 times)
2. Jabalpur/Sunfl | 4 5(4|13]30 Strip-I
ower/Modern/ 0100,0200,0201,0210,0220,0221
1997 0222,0311,0332,0422,1000,1300

1322,1331,1422,1431,2000,2100
2210,2211,2330,2421,3000,3110
3111,3200,3311,3432,0000,0000

Strip-11
0110,0111,0211,0300,0330,0322
0331,0421,0431,0432,1000,1100
1200,1220,1222,1330,2000,2111
2201,2221,2311,2332,3000,3210
3322,3331,3422,3431

Strip -111
0100,0200,0201,0210,0220,0221
0222,0311,0332,0422,1000,1110
1111,1221,1332,1432,2000,2220
2222,2322,2331,2431,3000,3201
3211,3300,3330,3421

Strip -1V
0110,0111,0211,0300,0322,0330
0331,0421,0431,0432,1000,1201
1210,1211,1311,1421,2000,2110
2200,2300,2422,2432,3000,3100
3220,3221,3222,3332
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Hyderabad

30

Same combinationsin all strips
100,101,102,110,111,112,120
121,122,200,201,202,210,211
212,220,221,222,300,301,302
310,311,312,320,321,322,000
000,000

Coimbatore
(Ragi)

24

Strip -l
0000,0000,0000,0000,1000,1010
1110,2000,2011,2020,2100,2110
2120,2221,3001,3031,3111,3131
3221,3231,4120,4131,4220,4231
Strip -1l
0000,0000,0000,0000,1001,1011
1111,2001,2011,2021,2101,2111
2120,2220,3000,3030,3100,3130
3221,3230,4120,4130,4220,4231
Strip -111
0000,0000,0000,0000,1001,1010
1111,2000,2010,2021,2100,2110
2121,2221,3000,3031,3111,3131
3220,3230,4121,4130,4221,4230
Strip -1V
0000,0000,0000,0000,1000,1011
1110,2001,2010,2020,2101,2111
2121,2220,3001,3030,3110,3130
3220,3231,4121,4131,4221,4230

Coimbatore
( Sorghum))

24

Strip -l
0000,0000,0001,0002,1002,1102
1112,2002,2012,2100,2110,2200
2210,2220,3001,3111,3220,3300
3311,3320,4210,4220,4311,4321
Strip -1l
0000,0000,0001,0002,1000,1100
1111,2000,2011,2101,2111,2200
2212,2222,3000,3110,3221,3302
3310,3320,4212,4222,4310,4320
Strip -111
0000,0000,0001,0002,1001,1100
1110,2000,2010,2102,2112,2201
2210,2221,3002,3110,3220,3301
3310,3322,4210,4221,4312,4320
Strip -1V
0000,0000,0001,0002,1000,1101
1110,2001,2010,2100,2110,2202
2211,2220,3000,3112,3222,3300
3312,3321,4211,4220,4310,4322

Ludhiana
(Maize)

27

011,100,110,111,200,201,210
211,220,221,222,300,311,322
330,331,332,421,422,431,432
000 (6 times as control )
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Ludhiana
(Wheat )

40

021,121,201,211,220,221,222
231,321,331

( Thisset of treatmentsis
repeated 4 times in each strip )

Palampur
(Wheat )

30

Strip -l
0000,0000,0100,0200,0201,0210
0220,02210222,0311,0332,0422,
1000,13001322,1331,1422,1431,
2000,21002210,2211,2330,2422,
3000,3110,3111,3200,3311,3423
Strip -11
0000,0000,0110,0111,0211,0300
0322,03300331,0421,0431,0432,
1000,11001200,1220,1222,1300,
2000,21112201,2221,2311,2332,
3000,3210,3322,3331,3422,3431
Strip -111
0000,0000,0100,0200,0201,0210
0220,0221,0222,0311,0332,0422
1000,1110,1111,1221,1332,1432
2000,2220,2222,2322,2331,2431
3000,3201,3211,3300,3330,3421
Strip -1V
0000,0000,0110,0111,0211,0300
0322,0330,0331,0421,0431,0432
1000,1200,1210,1211,1311,1421
2000,2110,2200,2300,2422,2432
3000,3100,3220,3221,3222,3332

Ve lanikkara
Kerala
( Banana)

27

011,100,110,111,200,201,210
211,220,221,222,300,311,322
330,331,332,421,422,431,432
000 ( 6times)

10.

Hisar
Wheat-912

28

422,431,300,331,332,011,311
200,432,111,110,221,222,322
220,201,210,330,211,421,100
000( 7 times)
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Chapter-V
RESULTSAND DISCUSSION

It is well known that fertilizer is an important input in agricultural crop production.
Besides being soil hazard in the long run, it is also cost intensive. Therefore its
judicious use is very essential for any country. With a view to reduce the use of
fertilizer nutrients, the AICRP on Soil Test Crop Response correlation was launched.
Having discussed the various problems associated with the analysis of these
experiments in earlier chapters, the remedial measures were investigated.

We now give in the sequel, the results of the experiments conducted under STCR
project, centre wise.

BHUBANESHWAR

At this centre, an experiment on paddy with variety as ‘Konark’ conducted over the
years 1998, 1999 and 2000 in the Kharif season has been selected. The fertilizer doses
are same in all the years. They are 0, 25, 50, 75 kg/ha of Nitrogen, 0, 20, 40, 60, 80
kg/ha of Phosphorus and 0, 20, 40 kg/ha of Potassium.

The data of the experiment conducted in the year 1998 was subjected to multiple
regression analysis as explained earlier. A look at the table 5.1.1 shows that over 90%
of the variability is explained by the models with 9, 12, 15 and 18 variables and
looking at the table 5.1.2, in the backward elimination process, it is observed that
models with 9 and 12 variables shows linear trend for fertilizer Phosphorus (FP) and
Potash (FK) as significant variables and linear and quadratic trend for fertilizer
Nitrogen (FN). In case of 15 and 18, the resulting significant variables although
explains 97% of variability but only FK shows linear effect whereas there is quadratic
effect of FP and FK. Other effects found significantly contributing are soil Nitrogen
(SN), Quadratic effects of soil Phosphorus (SP) and soil Potash (SK) and the
interactions between FN and SN, between FP and SP and between FN and FP.

From these it is observed that the linear, quadratic and interaction effects of FN, FP
and FK are all not significant and the criteria of signs are not of the form “+, -, - and
therefore the optimum values cannot be derived from these equations. Similar is the
case for the years 1999 and 2000.

Therefore, the data for the three years were subjected to analysis by Response surface
methodology. In this case the stationary point is a saddle point (as discussed earlier).
Therefore exploration of the response surface in the vicinity of the stationary point
was attempted. In this case the variables SN, SP and SK have been taken as
covariates. Optimum values have been calculated by taking into consideration the
mean values of SN, SP and SK. In table 5.7, optimum fertilizer doses obtained by
Targeted yield approach and Response surface approach have been compared.
Maximum response achievable by Response surface methodology has been taken as
Targeted yield for the crops at all the centres. This has been done to check the
reliability of the Optimum doses calculated by the Targeted yield approach. From this
table it is observed that for the year 1998, a maximum response of 40.98 q ha™ is
achievable by taking FN as 70 kg ha, FP as 58 kg ha” and FK as 23 kg ha™
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respectively. The corresponding optimum values by Targeted yield approach are FN=
63, FP= 58 and FK= 35 kg ha™. These optimal values obtained by both the methods
I.e. response surface and Targeted yield equation are moderately similar. The optimal
values for the other two years i.e.1999 and 2000 also are also fairly similar. This gives
credibility to the Targeted yield approach as has been verified by the Response
surface methodology in the above case.

HYDERABAD

Q) At this centre, an experiment on Sunflower conducted in the year 1993-94
Rabi season has been selected. The fertilizer doses are 0, 40, 80, 120 kg/ha of
Nitrogen; 0, 40, 80 kg/ha of Phosphorus and 0, 40 , 80 kg/ha of Potassium.

The experiment was subjected to multiple regression analysis as explained earlier. A
look at the table 5.2.1 shows that over 76 to 80% of the variability is explained by the
models with 9, 12, 15 and 18 variables and looking at the table 5.2.2, in the backward
elimination process, it is observed that the model with 12 variables (STCR model)
shows linear trend for fertilizer Nitrogen (FN) , quadratic trend for FN and FP and
interaction (FP X SP) as significant variables . In case of 15 and 18, the resulting
significant variables are similar. Other effects found significantly contributing are
soil Phosphorus (SP), Soil Potash (FK) and quadratic effect of soil Phosphorus (SP)
and the interactions between FN and FK. The Optimum value calculated from the
model with 12 variables gives FN=111 kg/ ha and FP= 41kg/ha. The optimum value
for FK is not derivable.

An interesting aspect is that by adding replication as a variable in the model with 15
variables, the R® value has increased to 83%. The replication effect is significant.
Moreover the soil variables SN, SP and SK are also significant, thereby showing
(table 5.2.3) the creation of fertility gradient (one of the feature of STCR project).

When the data was subjected to analysis by Response surface methodology it is
observed that the stationary point is a saddle point (as discussed earlier). Therefore
exploration of the response surface in the vicinity of the stationary point was
attempted. In this case the variables SN, SP and SK have been taken as covariates.
Optimum values have been calculated by taking into consideration the mean values of
SN, SP and SK. In table 5.7, optimum fertilizer doses obtained by Targeted yield
approach and Response surface approach have been compared. Maximum response
achievable by Response surface methodology has been taken as Targeted yield for the
crops at all the centres. This has been done to check the reliability of the Optimum
doses calculated by the Targeted yield approach. From this table it is observed that
for this experiment, a maximum response of 15.12 q ha™ is achievable by taking FN
as 100 kg ha, FP as 41 kg ha™ and FK as 14 kg ha™ respectively. The corresponding
optimum values by Targeted yield approach are FN= 106, FP= 79 and FK=57 kg ha™*.
These optimal values obtained by both the methods i.e. response surface and Targeted
yield equation are moderately similar for FN but fairly different for FP and FK. The
reason for this may be that in the reported data it is not mentioned whether the values
of soil FP and FK are actual values of Phosphorus and Potash or they are in the form
of P,0s5 and K,0.
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2 Another experiment which have been considered for this centre is an
experiment on Groundnut conducted in the year 1997-98 in the Rabi season.

The fertilizer doses are 0, 15, 30, 60 kg/ha of Nitrogen; 0, 30, 60 kg/ha of Phosphorus
and 0, 30 , 60 kg/ha of Potassium. There were in all 30 treatments in each strip
consisting of 26 fertilizer treatment combination and 4 controls

The experiment was subjected to multiple regression analysis as explained earlier. A
look at the table 5.2.6 shows that over 86 to 97% of the variability is explained by the
models with 9, 12, 15 and 18 variables and looking at the table 5.2.7, in the backward
elimination process, it is observed that in the model with 9 variables, the effects found
significant were FN, FP, FK, FN? and interaction FN x FP (R?=85%). For 12
variables (STCR model), the variables FN, FN? ,SP and interactions FN xSN, FP
xSP, and FK x SK are significant( R> =94.88%) In case of 15 and 18, the resulting
significant variables are similar (R* = 95%) i.e the quadratic terms of FN, FP and FK
are significant, excepting the fact that with 18 variables, the interactions FN x FP, FN
x FK and FP x FK are also significant. The signs of the different effects do not follow
the desired ‘+, -, - form and even if some of the optimal values which could be
derived, the process is very cumbersome. However a test of Normal Probability plot
below shows that the data are normally distributed
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The scatter plot also shows fairy uniform pattern of spread although some outliers are
observed which goes beyond the (+2,-2) interval. Here also it is observed (table 5.2.8)
that by adding replication as a variable in the all the models, there is an increase in R
values. More over the value of R? is further increased by using the variables FNxFP,
FNxFK and FPxFK in place of SN? SP? and SK? respectively for the model (table
5.2.11)with15 and16(with replication) variables. The replication effect is significant
in all the models (models with 10, 13, 16 and 19 variables). Thereby showing the
creation of fertility gradient (one of the feature of STCR project). The soil variables
SN, SP and the interactions FNxSN and FPxSP are significant. Again the optimal
doses are derivable but one has to solve a number of equations

When the data was subjected to analysis by Response surface methodology it is
observed that the stationary point is a saddle point (as discussed earlier). Therefore
exploration of the response surface in the vicinity of the stationary point was
attempted. In this case the variables SN, SP and SK have been taken as covariates.
Optimum values have been calculated by taking into consideration the mean values of
SN, SP and SK. In table 5.7, optimum fertilizer doses obtained by Targeted yield
approach and Response surface approach have been compared. Maximum response
achievable by Response surface methodology has been taken as Targeted yield for the
crops at all the centres. This has been done to check the reliability of the Optimum
doses calculated by the Targeted yield approach. From this table it is observed that
for this experiment, a maximum response of 20.48 q ha™ is achievable by taking FN
as 29 kg ha™, FP as 39 kg ha™ and FK as 35 kg ha™ respectively by Response surface
methodology. The corresponding optimum values by Targeted yield approach are
FN= 28, FP= 47 and FK= 83 kg ha™. These optimal values obtained by both the
methods i.e. response surface and Targeted yield equation are moderately similar for
FN and FP but fairly different for FK.

©)] The third experiment at this centre chosen was on Rice in the Rabi season
conducted at the centre Maruteru. This experiment has been investigated for other
aspects and discussed in detail in Chapter-I1I.

The fertilizer doses are 0, 50, 100, 150 kg/ha of Nitrogen; 0, 40, 80 kg/ha of
Phosphorus and 0, 40 , 80 kg/ha of Potassium. There were in all 30 treatments in each
strip consisting of 27 fertilizer treatment combination and 3 controls

Out of all models tested for regression, most of them had variables like FP, FK, FN?,
FP? FK? and interactions FNxSN, FPxSP etc significant(Tables 5.2.12 to 5.2.15).
The variable FN was found significant only for the models with 9, 10, 12, 15, 18 and
19 variables. R? value for all the models was around 90%. The replication effect was
found significant in all the four models i.e. with variables 10,13,16 and 19. This
shows that fertility gradient has been created. Optimal values are derivable from the
models with 18,10, 13,16 and 19 variables.

Regression Diagnostics

To apply regression diagnostics, first of all we observe the scatter plot between Yield
and Standardized residuals along with the Normal probability plot which are shown
below.
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Scatter plot and Normal probability plot of Maruteru Rabi Rice 1994
Experiment conducted by STCR (Total Number of Observations=120)
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Fig: 5.1(a) Scatter plot of Yield Vs Standardized Residual
No. of Observations: 120(all)

Note: observation number 19 on the far left and observation numbers, 21,24, 26 and
40 on extreme right are outside -2 to +2 range. These are outliers.

Normal P-P Plot of Regression Standardized Residual
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Fig: 5.1(b) The normal P-P shown above does not have much irregularity or
breaks

It is observed from the scatter plot of Standardized residuals(6.1a) above that the

observations numbers 19, 21,24,26 and 40 are lying beyond the (+2,-2) range and

hence they seem to be outliers. Therefore we delete these observations one by one and

see if there is any change in the pattern.
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Normal P-P Plot of Regression Standardized Residual

Deleted observation 19

Normal P-P Plot of Regression Standardized Residual

Deleted observation 21
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Plot of Standardized Residuals and Yield for different deleted observations
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The above plots of standardized residual shows no change in the status of outliers.
Only it is observed that Observation number 19 is influenced by other observations as
in each deletion it moves further out of range. Also it is observed that observation
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number 21 comes within the range of (+2,-2) standardized residual, when observation
19 is deleted.

It is also observed that all these outliers, except observation number 40, lies in the
Strip 0X on which no fertilizer was added in the previous season and comparatively
higher yield is observed in plot numbers 21( 72.28 Qh-') , 24( 70.89 Q h™ ), 26( 67.42
Qh?) and 40 (56.30 Qh™) in Strip 0X. By putting average yield values from
corresponding treatments in other strips did not alter the status of the plots or of
analysis. Although we cannot pin point the outlier, but it seems that there is some
problem in the recording of actual data, which is generally one of the problems of
outlier detection.

Our next step is to apply various regression diagnostics and calculate the parameters
of influence statistics like Hat Diagonal, COVRATIO, DFFITS, DFBETAS; and
Cook's D. Critical values of these influence statistics have been calculated and
presented in the table 5(a) given overleaf. A summary of influence statistics is given
in table 5(b). From the table 5(b) we see that besides the outliers mentioned above,
there are a few more outliers such as 10, 88, 93,106, 108, 111 and 115 but they are not
as prominent as the earlier observations 19,21,24,26 and 40. From table 5(a) which
gives influential Statistics with critical values, it is observed that under DFFITS
column, the observation number 19 has a negative sign always whenever an
observation is deleted. From the sign on the DFFITS measures, we can conclude that
by adding observation19 decreases the magnitude ofy. From the original output

statistics for all observations (not shown here because of space) it has been observed
that for observation number 19, the individual DFFITS(DFBETAS) which show
negative sign are Intercept,FN,FP?, FK? , SN, FNxSN, FPxSP and FKxSK and
thereby their magnitude of regression coefficient are decreased. This is also evident
from the table, which gives final regression equations after backward elimination. It is
seen that the regression coefficients for FP?, SN and FNxSN have decreased. Also by
deletion of observation 19, the R? value increases from0.9055 to 0.9145.

Similarly by deleting observations 26 and 40, the R* value of the resulting equation
increases in both the cases from 0.9055 to 0.9129 and 0.9125 respectively.

When these three observations are deleted, the R? value increases to 0.9240 and the
number of significant regression equations, after backward elimination, increases to 9
from 8. Therefore, it is felt that the three observations 19, 26 and 40 are superfluous
and should be omitted.

The process of regression diagnostics should be attempted with great caution as an
observation which looks innocent may be ‘masked’ by another. For simple
experiments with less observation one can go ahead with Regression diagnostics but
in experiments of Soil test crop response project, which has more than 100
observations for each experiment, one must be cautious in dealing with data.
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Chapter-V
RESULTSAND DISCUSSION

It is well known that fertilizer is an important input in agricultural crop production.
Besides being soil hazard in the long run, it is also cost intensive. Therefore its
judicious use is very essential for any country. With a view to reduce the use of
fertilizer nutrients, the AICRP on Soil Test Crop Response correlation was launched.
Having discussed the various problems associated with the analysis of these
experiments in earlier chapters, the remedial measures were investigated.

We now give in the sequel, the results of the experiments conducted under STCR
project, centre wise.

BHUBANESHWAR

At this centre, an experiment on paddy with variety as ‘Konark’ conducted over the
years 1998, 1999 and 2000 in the Kharif season has been selected. The fertilizer doses
are same in all the years. They are 0, 25, 50, 75 kg/ha of Nitrogen, 0, 20, 40, 60, 80
kg/ha of Phosphorus and 0, 20, 40 kg/ha of Potassium.

The data of the experiment conducted in the year 1998 was subjected to multiple
regression analysis as explained earlier. A look at the table 5.1.1 shows that over 90%
of the variability is explained by the models with 9, 12, 15 and 18 variables and
looking at the table 5.1.2, in the backward elimination process, it is observed that
models with 9 and 12 variables shows linear trend for fertilizer Phosphorus (FP) and
Potash (FK) as significant variables and linear and quadratic trend for fertilizer
Nitrogen (FN). In case of 15 and 18, the resulting significant variables although
explains 97% of variability but only FK shows linear effect whereas there is quadratic
effect of FP and FK. Other effects found significantly contributing are soil Nitrogen
(SN), Quadratic effects of soil Phosphorus (SP) and soil Potash (SK) and the
interactions between FN and SN, between FP and SP and between FN and FP.

From these it is observed that the linear, quadratic and interaction effects of FN, FP
and FK are all not significant and the criteria of signs are not of the form “+, -, - and
therefore the optimum values cannot be derived from these equations. Similar is the
case for the years 1999 and 2000.

Therefore, the data for the three years were subjected to analysis by Response surface
methodology. In this case the stationary point is a saddle point (as discussed earlier).
Therefore exploration of the response surface in the vicinity of the stationary point
was attempted. In this case the variables SN, SP and SK have been taken as
covariates. Optimum values have been calculated by taking into consideration the
mean values of SN, SP and SK. In table 5.7, optimum fertilizer doses obtained by
Targeted yield approach and Response surface approach have been compared.
Maximum response achievable by Response surface methodology has been taken as
Targeted yield for the crops at all the centres. This has been done to check the
reliability of the Optimum doses calculated by the Targeted yield approach. From this
table it is observed that for the year 1998, a maximum response of 40.98 q ha™ is
achievable by taking FN as 70 kg ha, FP as 58 kg ha” and FK as 23 kg ha™
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respectively. The corresponding optimum values by Targeted yield approach are FN=
63, FP= 58 and FK= 35 kg ha™. These optimal values obtained by both the methods
I.e. response surface and Targeted yield equation are moderately similar. The optimal
values for the other two years i.e.1999 and 2000 also are also fairly similar. This gives
credibility to the Targeted yield approach as has been verified by the Response
surface methodology in the above case.

HYDERABAD

Q) At this centre, an experiment on Sunflower conducted in the year 1993-94
Rabi season has been selected. The fertilizer doses are 0, 40, 80, 120 kg/ha of
Nitrogen; 0, 40, 80 kg/ha of Phosphorus and 0, 40 , 80 kg/ha of Potassium.

The experiment was subjected to multiple regression analysis as explained earlier. A
look at the table 5.2.1 shows that over 76 to 80% of the variability is explained by the
models with 9, 12, 15 and 18 variables and looking at the table 5.2.2, in the backward
elimination process, it is observed that the model with 12 variables (STCR model)
shows linear trend for fertilizer Nitrogen (FN) , quadratic trend for FN and FP and
interaction (FP X SP) as significant variables . In case of 15 and 18, the resulting
significant variables are similar. Other effects found significantly contributing are
soil Phosphorus (SP), Soil Potash (FK) and quadratic effect of soil Phosphorus (SP)
and the interactions between FN and FK. The Optimum value calculated from the
model with 12 variables gives FN=111 kg/ ha and FP= 41kg/ha. The optimum value
for FK is not derivable.

An interesting aspect is that by adding replication as a variable in the model with 15
variables, the R® value has increased to 83%. The replication effect is significant.
Moreover the soil variables SN, SP and SK are also significant, thereby showing
(table 5.2.3) the creation of fertility gradient (one of the feature of STCR project).

When the data was subjected to analysis by Response surface methodology it is
observed that the stationary point is a saddle point (as discussed earlier). Therefore
exploration of the response surface in the vicinity of the stationary point was
attempted. In this case the variables SN, SP and SK have been taken as covariates.
Optimum values have been calculated by taking into consideration the mean values of
SN, SP and SK. In table 5.7, optimum fertilizer doses obtained by Targeted yield
approach and Response surface approach have been compared. Maximum response
achievable by Response surface methodology has been taken as Targeted yield for the
crops at all the centres. This has been done to check the reliability of the Optimum
doses calculated by the Targeted yield approach. From this table it is observed that
for this experiment, a maximum response of 15.12 q ha™ is achievable by taking FN
as 100 kg ha, FP as 41 kg ha™ and FK as 14 kg ha™ respectively. The corresponding
optimum values by Targeted yield approach are FN= 106, FP= 79 and FK=57 kg ha™*.
These optimal values obtained by both the methods i.e. response surface and Targeted
yield equation are moderately similar for FN but fairly different for FP and FK. The
reason for this may be that in the reported data it is not mentioned whether the values
of soil FP and FK are actual values of Phosphorus and Potash or they are in the form
of P,0s5 and K,0.
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2 Another experiment which have been considered for this centre is an
experiment on Groundnut conducted in the year 1997-98 in the Rabi season.

The fertilizer doses are 0, 15, 30, 60 kg/ha of Nitrogen; 0, 30, 60 kg/ha of Phosphorus
and 0, 30 , 60 kg/ha of Potassium. There were in all 30 treatments in each strip
consisting of 26 fertilizer treatment combination and 4 controls

The experiment was subjected to multiple regression analysis as explained earlier. A
look at the table 5.2.6 shows that over 86 to 97% of the variability is explained by the
models with 9, 12, 15 and 18 variables and looking at the table 5.2.7, in the backward
elimination process, it is observed that in the model with 9 variables, the effects found
significant were FN, FP, FK, FN? and interaction FN x FP (R?=85%). For 12
variables (STCR model), the variables FN, FN? ,SP and interactions FN xSN, FP
xSP, and FK x SK are significant( R> =94.88%) In case of 15 and 18, the resulting
significant variables are similar (R* = 95%) i.e the quadratic terms of FN, FP and FK
are significant, excepting the fact that with 18 variables, the interactions FN x FP, FN
x FK and FP x FK are also significant. The signs of the different effects do not follow
the desired ‘+, -, - form and even if some of the optimal values which could be
derived, the process is very cumbersome. However a test of Normal Probability plot
below shows that the data are normally distributed
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The scatter plot also shows fairy uniform pattern of spread although some outliers are
observed which goes beyond the (+2,-2) interval. Here also it is observed (table 5.2.8)
that by adding replication as a variable in the all the models, there is an increase in R
values. More over the value of R? is further increased by using the variables FNxFP,
FNxFK and FPxFK in place of SN? SP? and SK? respectively for the model (table
5.2.11)with15 and16(with replication) variables. The replication effect is significant
in all the models (models with 10, 13, 16 and 19 variables). Thereby showing the
creation of fertility gradient (one of the feature of STCR project). The soil variables
SN, SP and the interactions FNxSN and FPxSP are significant. Again the optimal
doses are derivable but one has to solve a number of equations

When the data was subjected to analysis by Response surface methodology it is
observed that the stationary point is a saddle point (as discussed earlier). Therefore
exploration of the response surface in the vicinity of the stationary point was
attempted. In this case the variables SN, SP and SK have been taken as covariates.
Optimum values have been calculated by taking into consideration the mean values of
SN, SP and SK. In table 5.7, optimum fertilizer doses obtained by Targeted yield
approach and Response surface approach have been compared. Maximum response
achievable by Response surface methodology has been taken as Targeted yield for the
crops at all the centres. This has been done to check the reliability of the Optimum
doses calculated by the Targeted yield approach. From this table it is observed that
for this experiment, a maximum response of 20.48 q ha™ is achievable by taking FN
as 29 kg ha™, FP as 39 kg ha™ and FK as 35 kg ha™ respectively by Response surface
methodology. The corresponding optimum values by Targeted yield approach are
FN= 28, FP= 47 and FK= 83 kg ha™. These optimal values obtained by both the
methods i.e. response surface and Targeted yield equation are moderately similar for
FN and FP but fairly different for FK.

©)] The third experiment at this centre chosen was on Rice in the Rabi season
conducted at the centre Maruteru. This experiment has been investigated for other
aspects and discussed in detail in Chapter-I1I.

The fertilizer doses are 0, 50, 100, 150 kg/ha of Nitrogen; 0, 40, 80 kg/ha of
Phosphorus and 0, 40 , 80 kg/ha of Potassium. There were in all 30 treatments in each
strip consisting of 27 fertilizer treatment combination and 3 controls

Out of all models tested for regression, most of them had variables like FP, FK, FN?,
FP? FK? and interactions FNxSN, FPxSP etc significant(Tables 5.2.12 to 5.2.15).
The variable FN was found significant only for the models with 9, 10, 12, 15, 18 and
19 variables. R? value for all the models was around 90%. The replication effect was
found significant in all the four models i.e. with variables 10,13,16 and 19. This
shows that fertility gradient has been created. Optimal values are derivable from the
models with 18,10, 13,16 and 19 variables.

Regression Diagnostics

To apply regression diagnostics, first of all we observe the scatter plot between Yield
and Standardized residuals along with the Normal probability plot which are shown
below.
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Scatter plot and Normal probability plot of Maruteru Rabi Rice 1994
Experiment conducted by STCR (Total Number of Observations=120)
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Fig: 5.1(a) Scatter plot of Yield Vs Standardized Residual
No. of Observations: 120(all)

Note: observation number 19 on the far left and observation numbers, 21,24, 26 and
40 on extreme right are outside -2 to +2 range. These are outliers.

Normal P-P Plot of Regression Standardized Residual
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Fig: 5.1(b) The normal P-P shown above does not have much irregularity or
breaks

It is observed from the scatter plot of Standardized residuals(6.1a) above that the

observations numbers 19, 21,24,26 and 40 are lying beyond the (+2,-2) range and

hence they seem to be outliers. Therefore we delete these observations one by one and

see if there is any change in the pattern.

47



Normal P-P Plot of Regression Standardized Residual

Deleted observation 19

Normal P-P Plot of Regression Standardized Residual

Deleted observation 21
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Deleted observation 24
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Deleted observation 26

Normal P-P Plot of Regression Standardized Residual
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Deleted observation 40

Normal P-P Plot of Regression Standardized Residual
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Plot of Standardized Residuals and Yield for different deleted observations
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Deleted Observation number 21
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Deleted Observation number 40
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The above plots of standardized residual shows no change in the status of outliers.
Only it is observed that Observation number 19 is influenced by other observations as
in each deletion it moves further out of range. Also it is observed that observation
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number 21 comes within the range of (+2,-2) standardized residual, when observation
19 is deleted.

It is also observed that all these outliers, except observation number 40, lies in the
Strip 0X on which no fertilizer was added in the previous season and comparatively
higher yield is observed in plot numbers 21( 72.28 Qh-') , 24( 70.89 Q h™ ), 26( 67.42
Qh?) and 40 (56.30 Qh™) in Strip 0X. By putting average yield values from
corresponding treatments in other strips did not alter the status of the plots or of
analysis. Although we cannot pin point the outlier, but it seems that there is some
problem in the recording of actual data, which is generally one of the problems of
outlier detection.

Our next step is to apply various regression diagnostics and calculate the parameters
of influence statistics like Hat Diagonal, COVRATIO, DFFITS, DFBETAS; and
Cook's D. Critical values of these influence statistics have been calculated and
presented in the table 5(a) given overleaf. A summary of influence statistics is given
in table 5(b). From the table 5(b) we see that besides the outliers mentioned above,
there are a few more outliers such as 10, 88, 93,106, 108, 111 and 115 but they are not
as prominent as the earlier observations 19,21,24,26 and 40. From table 5(a) which
gives influential Statistics with critical values, it is observed that under DFFITS
column, the observation number 19 has a negative sign always whenever an
observation is deleted. From the sign on the DFFITS measures, we can conclude that
by adding observation19 decreases the magnitude ofy. From the original output

statistics for all observations (not shown here because of space) it has been observed
that for observation number 19, the individual DFFITS(DFBETAS) which show
negative sign are Intercept,FN,FP?, FK? , SN, FNxSN, FPxSP and FKxSK and
thereby their magnitude of regression coefficient are decreased. This is also evident
from the table, which gives final regression equations after backward elimination. It is
seen that the regression coefficients for FP?, SN and FNxSN have decreased. Also by
deletion of observation 19, the R? value increases from0.9055 to 0.9145.

Similarly by deleting observations 26 and 40, the R* value of the resulting equation
increases in both the cases from 0.9055 to 0.9129 and 0.9125 respectively.

When these three observations are deleted, the R? value increases to 0.9240 and the
number of significant regression equations, after backward elimination, increases to 9
from 8. Therefore, it is felt that the three observations 19, 26 and 40 are superfluous
and should be omitted.

The process of regression diagnostics should be attempted with great caution as an
observation which looks innocent may be ‘masked’ by another. For simple
experiments with less observation one can go ahead with Regression diagnostics but
in experiments of Soil test crop response project, which has more than 100
observations for each experiment, one must be cautious in dealing with data.
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Table: 5(a) Influential statisticswith critical values Maruteru Rabi Rice 1994
Deleted Change New Student Hat Cov DFFITS DFBETAS 2/An Cook's
Number in other outlier Residual at | DiagH Ratio D
(Original) Outlier (104 d.f.) p'/n 14+3p'/n |2Vp7n) FN FP FK la/n
Number
Critical value + 2 0.125(120) 1.375-.625 0.7071(120) | o0.1826 |0.1826 |0.1826 [ 0.033
19 20(21) 1.9875 0.2538 0.8529 1.1591 -0.2634 | -0.1905 | 0.3051 | 0.082
23(24) 2.2921 0.1367 0.6062 0.9119 -0.3631 | 0.2231 | 0.0192 | 0.050
25(26) 3.1426 0.1526 0.3144 1.3335 0.0668 | -0.2180 | 0.2030 | 0.102
39(40) 2.3749 0.1262 0.5655 0.9027 -0.2015 | -0.2183 | 0.1771 | 0.049
105 2.0779 0.1387 0.6991 0.8338 0.0068 | -0.1491 | 0.2785 | 0.042
(106)
21 19(19) -2.8087 0.1582 0.4220 -1.2172 0.0008 0.2756 | 0.0835 | 0.087
23(24) 2.6302 0.1540 0.4835 1.1222 -0.4672 | 0.2271 | 0.0811 | 0.074
25(26) 2.9392 0.1524 0.3756 1.2464 0.0714 | -0.2052 | 0.1783 | 0.090
39(40) 2.5469 0.1238 0.4969 0.9530 0.2091 | -0.2214 | 0.1984 | 0.050
105 2.1693 0.1422 0.6622 0.8832 -0.0112 | -0.1697 | 0.3091 | 0.047
(106)
24 19(19) -2.9503 0.1542 0.3728 -1.2598 -0.0219 0.2678 | 0.1203 | 0.092
21(21) 2.5295 0.2653 0.6011 1.5200 -0.3921 | -0.1923 | 0.4020 | 0.137
25(26) 2.9806 1.520 0.3623 1.2620 0.0669 | -0.2162 | 0.1892 | 0.092
39(40) 2.5225 0.1287 0.5060 0.9434 -0.2108 | -0.2171 | 0.1944 | 0.053
105 2.0294 0.1387 0.7204 0.8142 -0.0062 | -0.1463 | 0.2717 | 0.040
(106)
26 19(19) -3.1172 0.1547 0.3225 -1.3338 -0.0261 | 0.2805 | 0.1325 | 0.103
21(21) 2.1278 0.2506 0.7785 1.2303 -0.2837 | 0.1868 | 0.3285 | 0.091
24(24) 2.2967 0.1366 0.6043 0.9137 -0.3644 | 0.2271 | 0.0189 | 0.050
39(40) 2.4327 0.1244 0.5415 0.9171 0.2029 | -0.2018 | 0.1805 | 0.050
105 1.9686 0.139%4 0.7479 0.7924 0.0053 | -0.1384 | 0.2594 | 0.038
(106)
40 19(19) -2.8196 0.1575 0.4176 -1.2193 -0.0402 | 0.2747 | 0.1013 | 0.087
21(21) 2.2020 0.2503 0.7416 1.2723 -0.2895 | -0.1987 | 0.3446 | 0.098
24(24) 2.2888 0.1366 0.6075 0.9103 0.3619 | -0.2251 | 0.0196 | 0.050
26(26) 2.8967 0.1537 0.3899 1.2342 0.0512 | -0.1972 | 0.1738 | 0.089
105 2.1854 0.1413 0.6546 0.8864 0.0175 | -0.1688 | 0.3015 | 0.047
(106)
19,21,24,
26,40,(all 5 101 2.5807 0.1460 0.4811 1.0672 -0.0082 | -0.2044 | 0.3736 | 0.067
outliers) (106)
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Table: 5(b) Summary of influential statisticsto detect outliers

M ar uteru Rabi Rice 1994

Observation
Number

Critical

values —

Studentized
Residual

(>

N
—

HAT DIAG
H

(>0.1250)

COVRATIO

(1.375- 0.625)

DFFITS

(> +0.7071)
+

DFBETAS (> 0.1826)

INTER
CEPT

FN

FP

FK

Cook’sD

(> 0.0333)
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<]
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40

++ |+ |+
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Note: ‘¢ Represents the values which are greater than the critical values (which are given in parentheses)

‘ —¢ Represents the values which are lessthan thecritical values
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Table: 5(c) Final Regression equations after backward elimination
Maruteru Rice Rabi 1994

Original regression equation (120 obser vations)
Y= 2755.60889 + 24.39779 FN + 16.08044 FK -0.13557 FN? +0.06341FP?-0.10505FK? -2.31739
SK -0.04118 FNxFP +0.05236 FNxSN R?=0.9055

Regression equation after deleting observation 19
Y= 4338.76309 + 13.97894 FN +14.83166 FK-0.14964 FN? +0.07655 FP? -0.09463 FK*
5.40397SN-2.31602 SK -0.05312 FNxFP+ 0.09546 FNxSN  R? = 0.9145

Regression equation after deleting observation 21
Y =2626.09926+27.55086FN+16.64638FK -0.14974FN? -0.11556FK %-1.80080 SK
+0.04653 FNxSN R*=0.9013

Regression equation after deleting observation 24
Y = 2742.28406+26.74566 FN +16.32247 FK -0.13406 FN? +0.06873 FP? -0.11096 FK*
2.29138 SK-0.04564 FNxFP +0.04529 FNxSN R? = 0.9069

Regression equation after deleting observation 26
Y = 4130.60071+13.86550FN +14.31508FK-0.15797 FN? +0.06680 FP? -0.08650 FK -
5.33959SN-2.70065 SK-0.05014 FNxFP+0.09723 FNxSN R?=0.9129

Regression equation after deleting observation 40
Y = 4507.81242+ 13.30066FN+16.99820FK -0.14828FN? +0.06844FF? -0.11071FK? -
5.591255N-2.70065 SK-0.03776FNxFP +0.09486FNxSN R?=0.9125

Regression equation after deleting observation all the above 5
Observations
Y = 4475.42287 + 20.79627 FN + 16.99820FK-0.15421 FN?+0.07300 FP?-0.08936 FK?-
4.93321 SN-3.20131 SK-0.05610 FNxFP +0.07761 FNxSN + 0.03962 FK ;SK
R°=0.9125
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LUDHIANA

An experiment on Wheat crop(variety PBW- 343) conducted at Punjab Agricultural University,
Ludhiana in 1997 under the soil test crop response correlation project was take up, as this
experiment was different from others, The experiment consisted of 10 treatment combinations of
N, P and K selected from a 5x4x3 factorial experiment. This set of 10 treatments was replicated
four times in each of the four strips (as mentioned earlier) in arandomized way. In all there were
four strips. Therefore each strip contained a set of 10 treatments, which is repeated four timesin
the same strip, thereby giving 40 plots or observations.

We analyzed this experiment as follows: The data of individua strips (4 in al) were analyzed
separately as Randomized block design with four replications. The error variances of the four
experiments were tested by Bartlett's test and were found to be homogeneous. Next a pooled
analysis was performed for the four sites as per the following ANOVA:

Analysis of Variance

Sour ce d.f. sum of sq. Mean sq. F pr>F
Strips 3 1371.71502 457.23834 37.63: <.0001
Treatment 9 1045837335  1162.04148 9563 <.0001
Rep (Strips) 12 393.71485 32.80957 2.70 0.0032
StripsXTreat. 27 788.29057 29.19595  2.40* 0.0008
Error 108 1312.31980 1215111 -

Total 159 14324.41359

R? C.V. YiddMean (Kg/Ha) Max.Yidd(Kg./Ha.)
0.9083 6.65 52.39 57.03(treat.no.10)

In this analysis, the effects of Strips and Treatment were found to be highly significant .while the
effect of Replication (Strips) and (Strips* Treatment) were only significant .

As the replications (strips) are significant, then each set of ten treatments can be taken as a
different site. In that case, we would have 16 sites (4x4) instead of the regular 4 sites (strips).
Since the strips are highly significant, it shows that the fertility gradient has been established,
which is one of the aims of the STCR experiment.

The method applied at IASRI was adopted for further analysis. The following model is generally
used by the STCR project:

Y=Dby + by FN + b, FP + by FK+ b; FN? + bs FP>+ bg FK? +b; SN +bg SP +by SK +
+ bigFN xXSN+ by FPxSP+ by FK x SK +¢

Where, by’ s are the regression coefficients, FN, FP and FK are applied fertilizer doses of
Nitrogen, Phosphorus and Potash, SN, SP and SK are available soil fertilizers for Nitrogen,
Phosphorus and potash respectively. ¢ is the random error which is assumed ~ N (0, ?)

Since the numbers of distinct design points are only 10 in this case, the Response Surface for
above model could not be fitted. Thus as per our assumption, we have an experiment with a set
of 10 treatment combinations of N, P and K conducted at 16 sites. Therefore, considering the
number of design points available, a multiple regression equation (backward elimination) was
fitted to the whole data consisting of 160 observations taking ‘yield’" as dependent variable as
per the following model:
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Y=bo + by FN + b, FP + bg FK+ by FN? + bs FP?+ bg FK? + by (FN x FP) + ¢ ... (1)

Where, FN, FP, FK are the applied fertilizer doses of N, P and K, by's are the regression
coefficients and ¢ the random error assumed ~ N (0, 6°)

The effects of (FN x FK) and (FP x FK) were omitted from the model as these were found to be
combinations of the other effects. The R? — value was found to be 74%. Although the R? value
was high but the significant effects were, only N and N2,

A number of other models have been tried like with parameters[N,P,K,.(NxP) and N7
N,P,(NxP)], [N,P,N? etc. But R? value is of the order of 74% only when N? is there in the
model. Moreover the linear effect of K is also not significant Therefore it appears that the
contribution of K is negligible and therefore could not be estimated. The final model selected
was.

Y=bo+ by FN + b, FP +b3 FN? + by FN x FP +¢ ..(2)

Next taking each b; as dependent variable and the set of available soil test values of Nitrogen
and Phosphorus (designated as SN and SP respectively) as independent variables a multiple
regression was fitted using the following models:

by = a0+ a1 SN + ap SN° +e;
by = @ + a1 SP + &, SP? +&y
bs = @ + a1 SN + ag SN° +e3
bs = auo + a1 SN + & SN® + aus SP + a SP* +e4

These values of by’s were substituted in the original regression equation (1).
The new equation takes the following form:

Y =bg+(ao+a11SN+a12SN?) FN+(8p0+801 SP+a0, SP?) FP+(8a0+ 331 SN +86,SN ) FN
+(auotay SN+auSN*+ay3SP+auSP?) FNXFP +¢' ..(3)

By substituting the soil values of SN and SP of a particular site in the above equation and after
simplification, the equation reduces to the following form:
Y=cCo+CiFN +C, FP+cs FN*+c, FN x FP + ¢ . (4

Then by differentiating the above equation with respect to FN and FP respectively and equating
resulting equations to zero, the optimal values of N and P can be obtained for that particular site.

Also a Response Surface was fitted to the data by taking Soil N, P,Os and K,O and Replication
as Co-variates and followed by canonica analysis, to get the optimal values of N and P.

Resultsand inter pretations
From table L.1 it can be observed that the response of wheat up to N2 over Psy K3 (28.38), up
to Pgo over N1z Kzp (2.90) and up to Ksp over N1 Peo (1.90) is high. Moreover the response of

N12o is highest in gradient 1, that of P is highest in gradient | and that of K3 is highest in
gradient I11. The optimum dose isin the vicinity of Ni2o Pso Kao.
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The optimum value of the nutrients obtained (Table L.3) by applying multiple regression for the
STCR model were N=134 and P= 57 with R* value of 79% and N=125,P=24 with R® value of
81% when replication was introduced as a variable.

The optimum values of the nutrients obtained by IASRI approach were N=121 and P= 57 with
R? value of 62%.

Since it was not possible to fit a complete response surface to the data because of lesser number
of distinct design points, as an illustration, 10 more treatment combinations were chosen from
the 5x4x3 combinations and were superimposed in each gradient and replicated twice. So now
each gradient contains 20 treatments replicated twice. The covariates taken in this model were
SN, SP, SK and Replication. The optimum values of the nutrients obtained by this method
(table L.2) were N= 115, P= 33 and K=10 kg/ha.

S0 it is suggested that this particular experiment should have been undertaken with at least 20
distinct treatment combinations replicated twice in each gradient instead of 10 treatments,
replicating four times in each gradient, since resources were available.

From the above it can be concluded that each experiment should be conducted by choosing a

proper set of treatment combinations and sufficient number of design points so that a complete
response surface could be fitted.

TableL.1: Response of Wheat (Q/ha.) to N,P,K at graded levels of application under different

gradients (Ludhiana 1997)
Gradient Response toN Response to P Response to K
Over Pgg Kzg Over N1 Kszg Over N129 Pgo

N3o Ni2o Niso Pzo  Pso Pgo Kzo Keo

I 19.46 29.42 30.13 [4.94 4.61 480 | -0.38 0.12
Il 26.88 34.61 31.49 |-3.51 2.69 2.13| 2.31 -0.88
11 21.79 26.42 22.73 |-0.67 2.17 -0.91 | 4.80 4.03
A% 21.28 23.07 27.07 |[-3.30-0.99 -0.49| 0.87 -0.25

Overall 22.35 28.38 25.36 }0.63 2.90 1.38 | 1.90 0.76
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Table L.2: Optimal valuesof N, P and K(kg/ha) obtained by fitting
of response surface for different gradients (Covariates:
Rep, SN, SP and SK)

Nutrients Gradients
I [ 1 IV Overall

N 90 128 126 107 115

P 22 19 64 56 33

K 31 10 95 39 10

R? 087 091 0.86 083 0.79

C.V. 864 6.88 6.03 6.89 868
Gradients I 1 I Y Overall
Predicted yield 4770 5522 61.24 54.64 54.76
(qha?) at

Stationary point
(Saddle point)

TableL.3: Multipleregression equations and the derived optimal values

Multiple regression equation (backward elimination) for the STCR model is as follows (all
effects are significant).

Y=-2.9298 + 0.35988 FN —0.00153 FN? + .000863 FNFP

+0.40022SP —0.00267SP* + 0.17482 SK — 0.0002969 SK?

-0.001571 FPSP R?=0.79
For aparticular site with soil test values (kg/ha): SN = 88, SP=73.5 and SK =330
The derived optimal Vaues of Nutrients (kg/ha): N= 134, P=57

Multiple regression equation (backward elimination) for the above STCR model including
replication asavariable is asfollows (all effects are significant).
Y=7.0709 +2.7325 REP + 0.3387 FN —0.00154 FN? + +0.00083FNFP +

+0.40022SP —0.00267SP? + 0.17482 SK — 0.0002969 SK 2

-0.001571FPSP R*=0.81
For a Particular site with Soil Test Vaues (kg/ha):SN =75, SP=66.8 and SK = 370
The derived optimal Values of Nutrients (kg/ha): N= 125, P=24

Multiple regression equation (backward elimination) for the IASRI model is as follows
For aParticular site with Soil Test Values (kg/ha):
SN =75, SP=66.8 and SK =370
Y=1.41988 +2+ 0.24396 FN +0.51806 FP -0.00428 FNFP
R°=0.62
The derived optimal Vaues of Nutrients(kg/ha): N= 121, P=57
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Table L.4: Estimated ridge of maximum response for yield optimum values

kg ha?)

Coded Estimated Standard

Radius Response Error FN FP FK
0.0 52.1999 1.6286 80.00 45.00 30.00
0.1 53.1937 1.4823 87.81 44.06 30.18
0.2 53.9693 1.3000 95.66 43.29 30.48
0.3 54.5299 1.0875 103.56 43.00 31.09
0.4 54.8917 0.8670 111.28 44.74 32.52
0.5 55.1337 0.7232 117.02 50.62 34.27
0.6 55.3587 0.6551 120.80 56.95 35.15
0.7 55.5988 0.6126 123.83 62.70 35.63
0.8 55.8615 0.5843 126.53 68.06 35.93
0.9 56.1493 0.5741 129.04 73.18 36.15
1.0 56.4636 0.5928 131.44 78.14 36.32

KALYANI

At this centre, an experiment on Rape crop, conducted in the year 1998 in the Rabi season has
been selected. The fertilizer doses are 0, 50, 75,100 and 125 kg/ha of Nitrogen, O, 25, 50, 75
kg/ha of Phosphorus and 0O, 25, 50 kg/ha of Potassum. The design used is 5x4x3 fractional
factorial and number of fertilizer treatment combinations are 21 with 7 controls making atotal of
28 treatments.

The data was subjected to multiple regression analysis as explained earlier. A look at the table
5.3.1 shows that, excepting the model with 9 variables (only added fertilizer treatments), over
87% of the variability is explained by the models with 12, 15 and 18 variables and looking at the
table 5.3.2, in the backward elimination process, it is observed that in all the models, linear and
guadratic trend for fertilizer Phosphorus (FP) is prominent. Whereas in table 5.3.3 it is observed
that (when replication is used as a variable) even the model with 9 variables (plus replication) the
R-square vaue is more than 86%. Also in the remaining variables, after backward elimination
(Table 5.3.4), quadratic trend of Nitrogen is observed. Although, optimal values of Nitrogen and
Phosphorus could be derived but the same for Potassium is not possible.

Therefore, the data for the year was subjected to analysis by Response surface methodology. In
this case the stationary point is a saddle point, which is neither maximum nor minimum.
Therefore exploration of the response surface in the vicinity of the stationary point was
attempted. In this case the variables SN, SP and SK have been taken as covariates. Optimum
values have been calculated by taking into consideration the mean values of SN, SP and SK. In
table 5.7, optimum fertilizer doses obtained by Targeted yield approach and Response surface
approach have been compared for al the centres. Maximum response achievable by Response
surface methodology has been taken as the Targeted yield for the crops at all the centres. This
has been done to check the reliability of the Optimum doses calculated by the Targeted yield
approach. For this centre, alook at the table 5.7 shows that for achieving a maximum response
of 12.38 q ha*, the required optimal fertilizer doses of FN, FP and FK are 119 kg ha', 47 kg ha*
and 34 kg ha respectively as derived by the Response surface methodology. The corresponding
optimum values by Targeted yield approach are FN= 109, FP= 58 and FK= 39 kg ha'. This
shows that the Targeted yield approach and the Response surface methodology give somewhat
Similar results.

COIMBATORE

An experiment on Onion conducted in the year 1998 in the Rabi season has been selected. The
fertilizer doses are 0, 30, 60, 90 and 120 kg/ha of Nitrogen, 0, 30, 60, 90 kg/ha of Phosphorus
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and 0, 30, 60 kg/ha of Potassium. A fractional factorial design 5x4x3 was used and number of
fertilizer treatment combinations was 20 with 4 controls making atotal of 24 treatments.

A look at the table 5.4.1 (multiple regression) shows that over 80% of the variability is explained
by the models with 9, 12, 15 and 18 variables and looking at the table 6.4.2, in the backward
elimination process, it is observed that in all the models, linear and quadratic trends for fertilizer
Nitrogen (FN) and fertilizer Phosphorus (FP) are significant. Also the interactions FNxSN and
FPxSP are found to be significant in all the models. Here it is observed in all the models
Potassium (FK) has no role to play. From table 5.4.3 it is observed that the use of replication as a
variable, the R-square value, as reported earlier, goes than 87 % in al the models. Also after
backward elimination, in the remaining variables, (Table 5.4.4), similar trend is observed. Here it
is also observed that the derivation of optimal values are only possible for fertilizer Nitrogen
and Phosphorus.

In this case aso the RSM shows that the stationary point is a saddle point (as discussed earlier).
The exploration of the response surface in the vicinity of the stationary point shows that to get a
response of 181.34 q ha’, the optimal values of FN, FP and FK required are 110, 68 and 36 kg
ha* respectively. The corresponding optimum values by Targeted yield approach are FN= 111,
FP= 68 and FK= 56 kg ha for the same achievable target. This gives credibility to the Targeted
yield approach as has been verified by the Response surface methodology in the above cases.

HISAR

At this centre, we have chosen two experiments on Wheat crop. The first one was conducted in
the year 1993-94 with variety WH-542 and the second was conducted with variety WH-896. The
fertilizer doses for both the years were 0, 50, 100, 150 and 200 kg/ha of Nitrogen, 0, 30, 60, 90
kg/ha of Phosphorus and 0, 30, 60 kg/ha of Potassium. A fractional factorial design 5x4x3 was
used and number of fertilizer treatment combinations was 21 with 9 controls making atotal of 30
treatments.

After subjecting the data to multiple regression analysis, a look at the table 5.5.1 for the year
1993-94, shows that over 90 % of the variability is explained by the models with 9, 12, 15 and 18
variables and looking at the table 5.5.2, in the backward elimination process, it is observed that
in al the models, linear and quadratic trends for fertilizer Nitrogen (FN) and fertilizer
Phosphorus (FP), the linear trends of soil variables SN, SP, SK and also the interactions FNxSN
and FPxSP are found to be significant in all the models. Here we observe that the criteria for
deriving optimal fertilizer doses when the law of diminishing returns operatesi.e. the coefficients
of linear, quadratic and interaction terms should be positive(+), Negative(-), Negative(-) is
fulfilled. Therefore the optima values of Fertilizer Nitrogen and Fertilizer Phosphorus are
derivable. From table 5.5.3 it is observed that by inclusion of replication as a variable, R-square
value becomes more than 99 % in all the models. Also in the remaining variables, after backward
elimination (Table 6.5.4), similar trend is observed. Although, optimal values of Nitrogen and
Phosphorus could be derived but the same for Potassium is not possible.

The anaysis by Response surface methodology, again, in this case shows the stationary point as
a saddle point. In table 5.7, optimum fertilizer doses obtained by Targeted yield approach and
Response surface approach have been compared. Maximum response achievable by Response
surface methodol ogy has been taken as Targeted yield for the crops at al the centres. From this
table 5.6.7 it is observed that for the year 1993-94, a maximum response of 60.97 q ha’ is
achievable by taking FN as 180 kg ha*, FP as 70 kg ha* and FK as 24 kg ha* respectively. The
corresponding optimum values by Targeted yield approach are FN= 153, FP= 67 and
FK= 52 kg ha'. We find some difference in the two methods here at this centre and most likely
reason for this is selection of treatments for maximum response procedure of targeted yield
equations. From tables 5.5.6 to 5.5.10 , which are the results of the experiment conducted in the
year 1995-96, we observe similar trends as mentioned in the 1993-94 experiment and therefore
are not discussed separately.
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Chapter- VI

DATABASE FOR STCR EXPERIMENTS

For the benefit of research workers and the scientists of the STCR project, a preliminary
database in MS-ACCESS has been developed at IASRI. The experimental data received from
a few co-operating centers, has been fed into the database to check its operation. In future,
experimental data to be received from different cooperating centres would be fed into this
database which will put all the experiments conducted under the STCR project at a central
place. Later we propose to place thisin IASRI website so that all the scientists working in the
project at different cooperating centres can access it through the WEB. This needs some time,
proper infrastructure and mainly the cooperation of all the cooperating centres. Thereforeit is
proposed that for maintaining a database for STCR experiments, an externally funded project
would be launched which will provide proper infrastructure and manpower to develop the
database..

For the present database, three tables has been created as Expinfo (Table containing the
information of experiment), ExpData (Containing the information on the data of experiment)
and DataNPK (information about the treatment structure).

Screen showing the relation ship between three tables

Microsoft Access - [Relationships]

Jﬂ€ File Edit Wiew Relationships Tools “Window Help _|ﬁ||1|

DedESRy izay |9 FEx|BE- 0.
Einfo |
Exphia - o
Skripho Location
TrtMa Center
FM Lakitute
FP Longituds
FE Alkitude
Fr Year
Other Seasan
SN hd| Fieldhao

Soil5eries

SoilType

Crop

Varieby

Seedr ake

SpacingBP ﬂ

[« |

|Ready
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Here after clicking the queriesasindicated by arrow the data about the experiment can
beretrieved. Various queries are already designed.

Microsoft Access - [db1 : Database] |@I§Ig HEE

J File Edit Wiew Insert Tools Window Help ==l
DEEERy fae 7o B 5k Eksa- 0.
B open b Design i@ New | > | Sp E-EE

Cbjects

Create table in Design view

Create table by using wizard

Create table by entering data
DrakahPk
ExpData

BEHEEE

&  Macros
odules

Groups

Ready rrrr 1101 T
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Searches on various basis can be done. For example:

If we want to search the experiments which are conducted in the year 1995.
This can be searched through database by query “ sear ch by year” with dummy data as

below

Microzoft Access - [db1 : Databasze]

m | @I §I

J File Edit Wiew Insert Tools Window Help ==
D2k 8RY dBE V|- B n- LS4 0.
(5 open o Desion @ New | by | B8y e E Ei
Ohijects Create query in Design wiew
BT]  Create query by using wizard
Data search by season
expData By crop
MPK, Yalues By Crop
Reports Bt Queryl
Query? Enter Parameter Yalue [ x|
ssarch by crop Enter the vear
e search by vear |1995
oK I Cancel
Ready [ I D Y R
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Following output will be generated.

Microsoft Access - [search by year : Select Query] |@I§I! BmEE
J File Edit Wiew Insert Format Records Tools wWindow Help _|ﬁ||1|
E-B ey iR Y 5|2 4 TR |(aen A 3.

ExpNo | Location | Crop | Season | Year | SeedRate
na il BCKY, West Bengal Rice Kharif 1995 Line sowing
* ]

Record: H| 1 ||—1 k |b||He| of 1
|Datasheet View (5 T Tt T |
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Search By Crop

Likewise various experiments conducted on specific crop can be searched by running the
guery “sear ch by crop” . Here experiments are searched by crop “Rice” and result isas
below

Microzoft Access - [search by crop : Select Query] |@I§I! | _ =] =]

J File Edit View Imsert Format Records Tools Window Help ==l

- H ey tbe v o @ sl YE (A en Ba- k.

ExpNo | Crop | Year | Season | Location | Variety
4 Rice 1996 Kharif Regional Research Station, Gayespur, BCk IET-4094

1 Rice 1995 Kharif BCKY, West Bengal IET-4024
a

id
[ *|

Record: 4] < [[T t _lrile#]cFz
|Datasheet View T Rl




Experimental data regarding various experiments can be sear ched by crop and season
from ExpDatatable. Thisgivesthe following output:

Here we see Experiment Number, Treatment No. Nitrogen Fertilizer doses, Phosphorus
Fertilizer doses, Potassium fertilizer doses, Soil available Nitrogen, Phosphorus and
Potassium, Grain yield and host of other information about experiments

Microzoft Access - [ExpData By Seazon and crop : Select Query] |@I§I
J File Edit View Insert Format Records Tools Window Help ;lilll
E-HESRY 4Ry o8z YE A Ba- 0.
ExpNo | TrnNo | FN | FP | FK | SN | SP | SK
3 1 16 15 B0 D 335
| 1 30 0 0 0 242 255
| 1 3 0 0 [N 241 232
| 1 4 0 30 0 235 295
| 1 5 0 a0 30 220 Mz
| 1 B 0 30 GO 220 324
| 1 7 0 B0 0 239 36.5
| 1 & 0 B0 30 228 k67
| 1 9 0 B0 [N 235 359
| 1 10 15 ] 0 220 285
| 1 11 15 0 30 218 254
| 1 12 15 0 [N 228 245
| 1 12 15 a0 0 235 248
| 1 1 0 0 0 220 249
| 1 15 15 30 1] 225 31.4
| 1 30 0 0 0 230 17.5
| 1 17 15 B0 30 222 34.2
| 1 15 15 B0 B0 230 36.2
| 1 19 30 0 0 220 34.4
| 1 20 30 0 30 278 351
| 1 21 30 ] B0 250 357
| 1 22 30 30 0 247 365
| 1 23 30 30 30 254 365
| 1 24 30 a0 B0 242 34
| 1 25 30 B0 0 263 355
| 1 26 30 B0 a0 242 3581 3t
Record: 14| [Tt e l»i|p#] of 120 4] | Ll_l
|Datasheet Wi l_ l_ l_ l— l— W I— l_

These data can be subjected to analysis by SAS and SPSS packages directly.

Similarly, various queries can be thought of and can be designed using MS Access as per the
need of the user.
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Table 5.1.1 : Parameter estimates along with standard errors for response surface models . using different number of variables

Centre: Bhubaneswar Crop: Paddy (Konark) Year: Kharif 1998

Models | | 1I m v
Parameters | Parameter Standard Parameter Standard -Parameter Standard Parameter | Standard
estimates Error estimates Error estimates Error estimates Error
Intercept 2103.84595 50.31420 -2197.74275 682.54206 -2228.77164 5778.99510 -120.80415 | 5584.17236
fn 5.35190 5.04078 9.12115 9.90485 -1.31199 10.90774 -4.19969 10.51809
fp 9.,93661 4.36936 -1.15451 3.12698 -2.03116 3.03627 2.95264 3.20845
fk 12.71041 ' 7.84978 8.07315 14.94661 15.84625 18.42116 16.08370 17.83399
fn? 0.06506 0.09410 0.12940 0.02905 0.12418 0.02851 -0.00138 0.04818
fp? -0.06342 0.07854 -0.00200 0.02311 -0.00469 0.02267 -0.11739 0.03857
k2 -0.20280 0.20907 -0.16343 0.08189 -0.15483 0.07909 -0.19476 0.10092
S R T O e 37.66482 6.18995 154.23751 109.29830 113.07796 106.94426
8p 200 | mmemmbs | ssmens -45.21108 11.48897 41.94265 47.39644 47.26447 45.61922
sk | eeeease ] scasaas r -1.00398 10.46500 -191.20187 150.72924 -178.81034 144.48752°
) 1 3 e e [ -0.42417 0.36195 -0.28110 0.35404
] R (R . T kT T T (e, -1.49387 0.83601 -1.74719 0.80724
-] e e e 0.98900 0.74006 0.95555 0.70918
fn*sn 0 | 0 ceeeene | aeeeaan -0.01090 0.06756 0.06459 0.07500 0.06408 0.07153
fp*sp | eeeee-- | eeeee-- 0.39462 0.10754 0.43401 0.10417 0.42838 0.09918
fk*sk = | 0 cee-eee ] ciee--n 0.06877 0.15285 -0.02013 0.18489 -0.01339 0.17696
fn*fp 0.15486 0.14572 | eeecmee | eeeeeee ] eeeeeea | e 0.22044 0.07262
fn*fk 0.09372 0.14250 |  eeeeer- | emeeeee e e 0.10462 0.06894
fp*fk -0.03010 0.20390 | @ e--i-en | eeeeees | e | eeeeeas -0.10235 0.10011
R? 0.9026 0.9741 0.9768 0.9796
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Table: 5.1.2  Parameter estimates along with standard errors for remaining significant
variables in different models using backward elimination procedure

Centre: Bhubaneswar Crop: Paddy (Konark) Year: Kharif 1998

Parameter Standard

Model Variable Estimates Error Type II SS F Value Pr > F

I Intercept  2085.28878 45.59517 162340991 2091.68 <.0001
fn 7.46991 3.69509 . 317186 . 4.09 0.0457
fp 8.32184 1.46118 2517473 32.44 <.0001
fk 8.39841 2.56110 834592 10.75 0.0014
fn2 0.15691 0.04780 836301 10.78 0.0014
R® = 0.8994

n Intercept -2312.94255 526.65401 399795 19.29 <.0001
fn 7.53193 2.05720 277855 13.40 0.0004
fk 14.52385 3.41757 . 374359 18.06 <.0001
fn2 0.12715 0.02687 464091 22.39 <.0001
k2 -0.15745 0.07928 81764 3.94 0.0497
sn 37.55461 4.95891 1188813 57.35 <.0001
sp -43.97069 8.41526 565914 27.30 <.0001
fpsp 0.35424 0.02742 3458995 166.87 <.0001
R? = 0.9739

III Intercept -2269.16199 493.68112 413451 21.13 <.0001
fk 14.11420 3.27016 364553 18.63 <.0001
fn2 0.12518 0.02563 466919 23.86 <.0001
k2 -0.14945 0.07656 74567 3.81 0.0536
sn 32.95247 3.87453 1415549 72.33 <.0001
sp2 -0.71028 0.11962 690028 35.26 <.0001
fnsn 0.05285 0.01338 305391 15.61 0.0001
fpsp 0.35163 0.02672 3388720 173.16 <.0001
R? = 0.9753

v Intercept -2355.90198 473.00562 445331  24.81 <.Q001
fk 13.61671 3.13346 338997 18.88 <.0001
fp2 -0.10654 0.02819 256303 14.28 0.0003
k2 -0.17727 0.07398 103086 5.74 0.0184
sn 29.45527 4.58035 742387 41.36 <.0001
sp2 -1.07425 0.16016 807595 44.99 <.0001
sk2 0.09242 0.04445 77604 4.32 0.0401
fnsn 0.04962 0.01228 293299  16.34 0.0001
fpsp 0.46996 0.05672 1232296 68.65 <.0001
fnfp 0.20585 0.03538 607653 33.85 <.0001
R?= 0.9778
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Table 5.1.3 : Parameter estimates along with standard errors for response surface models using different number of variables
{models include replication)

Centre: Bhubaneswar Crop: Paddy (Konark) Year: Kharif 1998

Models I II III v
Parameters | Parameter | Standard Parameter Standard | Parameters | Parameter | Standard Parameter
estimates Error estimates Error estimates Error estimates

Intercept 1641.85488 | 49.74558 -801.52358 | 1303.62495 | -1371.01740 | 7821.35721 1888.00985 | 7516.26217

Replication | 184.79643 15.17350 130.90781 | 104.24835 24.76415 | 151.22083 57.96281 144,35031
fn 5.35190 3.22414 9.29396 9.87707 -1.51775 11.03522 -4,73317 10.64905
fp 9.93661 2.79469 -2.22480 3.23231 -2.18441 3.19205 2.63189 3.32052
fk 12.71041 5.02081 5.94472 14.99933 16.58612 19.05850 17.88745 18.46956
fn? 0.06506 0.06018 0.13024 0.02897 0.12374 0.02878 -0.00372 0.04875
fp? -0.06342 0.05023 0.00343 0.02345 -0.00402 0.02314 -0.11654 0.03881
k2 -0.20280 0.13372 -0.15326 0.08206 -0.15347 0.07993 -0.19076 0.10187
S LT I 31.15851 8.05850 165.11555 | 109.98731 115.28458 107.57028
Y T B Rt -50.04361 12.08477 41.,54672 47.69983 46.24783 45.89623
Y O B R R -7.67322 11.70850 -208.26740 | 183.87939 | -219.03171 176.35218
'Y -2 [ L B L ECr IRE TR -0.42826 0.36465 -0.29107 0.35651
Y R Ll R R e IR R Rl -1.50964 0.84578 -1.78393 0.81605
P AN (P S L E R T IR PP 1.06462 0.87549 1.13409 0.83976
L« T e L T T T I B IEL R R LR 0.06853 0.07270
1 T R r T e B B R R e IR 0.43902 0.10309
e | S S L L T T e B LT IE L PR TR -0.02884 0.18188
fn*fp 0.15486 0.09321 -0.00943 0.06738 0.06646 0.07623 0.22274 0.07318
fn*fk 0.09372 0.09114 0.42204 0.10943 0.43856 0.10832 0.10599 0.06933
fp*fk -0.03010 0.13041 0.09160 0.15349 -0.02658 0.18996 -0.10519 0.10081
R2 0.9606 0.9745 0.9768 0.9796
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Table: 5.1.4 Parameter estimates along with standard errors for remaining significant
variables in different models(replication included) using backward elimination
procedure

Centre: Bhubaneswar Crop: Paddy (Konark) Year: Kharif 1998

Parameter Standard

Model Variable Estimates Error Type II SS F Value Pr > F

I Intercept 1647.97757 49.66344 35623009 1101.11 <.0001
rep 184.79643 15.20151 4780961 147.78 <.0001
fn 7.79025 2.39115 343393 10.61 0.0015
fp 6.71565 1.24459 941945 29.12 <.0001
fk 7.91442 1.67152 725297 22.42 <.000t
fn2 0.10403 0.04083 210068 6.49 0.0123
fnfp 0.07228 0.03653 126646 3.91 0.0500
R? = 0.9588

II Intercept -2152.40417 524.51382 348047 16.84 <.0001
fn 7.81062 2.02012 308973 14,95 0.0002
fn2 0.12623 0.02671 461499 22.33 <.000t
k2 -0.15487 0.07806 81361 3.94 0.0499
sn 36.62775 4.94327 1134742 54,90 <.0001
sp -44.84017 8.41424 586961 28.40 <.0001
fpsp 0.34829 0.02755 3303785 159.85 <.0001
fksk 0.14491 0.03377 380576 18.41 <.0001
RZ = 0.9740

1§} Intercept -2269.16199 493.68112 413451 21.13 <.000t1
fk 14.11420 3.27016 364553 18.63 <.0001
fn2 0.12518 0.02563 466919 23.86 <.0001
fk2 -0.14945 0.07656 74567 3.81 0.0536
sn 32.95247 3.87453 1415549 72.33 .<.0001
sp2 -0.71028 0.11962 690028 35.26 <.0001
fnsn 0.05285 0.01338 305391  15.61 0.0001
fpsp 0.35163 0.02672 3388720 173.16 <.000
R? = 0.9753

v Intercept -2355.90198 473.00562 445331 24.81 <.0001
fk 13.61671 3.13346 338997 18.88 <.0001
fp2 -0.10654 0.02819 256303 14.28 0.0003
k2 -0.17727 0.07398 103086 5.74 0.0184
sn 29.45527 4.58035 742387 41.36 <.0001
sp2 -1.07425 0.16016 807595 44.99 <.000t
sk2 0.09242 0.04445 77604 4.32 0.0401
fnsn 0.04962 0.01228 293299 16.34 0.0001
fpsp 0.46996 0.05672 1232296 68.65 <.0001
fnfp 0.20585 0.03538 607653 33.85 <.0001
R? =0.9778
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Table5.15: Estimated ridge of maximum yield

Centre: Bhubaneswar Crop: Paddy (Konark) Year: Kharif 1998

Average STV* of the Site: SN=147.87 Kg ; SP =26.72 Kg; SK=97.83Kg

Coded Estimated Standard Uncoded Factor Values

Radius yield Error FN FP FK
0.0 3143.606330 66.562771 37.500000 40 .000000 20.000000
0.1 3225.819399 66.115593 40.702312 41.970421 20.335319
0.2 3310.949111 65.437225 43.931705 43.,898631 20.658488
0.3 3399.007714 64.582448 47.182735 45.792379 20.971542
0.4 3490.004610 63.676834 50.451305 47.657658 21.276090
0.5 3583.947126 62.927154 53.734277 49.499166 21.573415
0.6 3680.841058 62.627026 57.029208 51.320631 21.864556
0.7 3780.691048 63.148020 60.334175 53.125050 22.150364
0.8 3883.500859 64.904319 63.647640 54.914856 22.431537
0.9 3989.273568 68.288497 66.968362 56.692042 22.708658
1.0 4098.011721 73.599067 70.295330 58.458258 22.982215

* STV- Soil Test Value
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Table 5.1.6 : Parameter estimates along with standard errorsfor response surface models using different number of variables

Centre: Bhubaneswar Crop: Paddy (Konark) Year: Kharif 1999

Models I [ [11 v
Parameters | Parameter Standard Parameter Standard Parameter Standard Parameter Standard

estimates Error estimates Error estimates Error estimates Error
Intercept 2398.64608 51.76926 -963.27973 374.87570 -3307.97975 4745.99114 -2847.45544 4745.13883
fn 7.29797 5.18656 -19.60467 9.61552 -22.41375 25.62646 -26.12402 25.64255
fp 8.59660 4.49572 8.83645 2.33153 5.97360 4.06860 6.70185 4.09250
fk 11.68171 8.07679 10.08234 6.43459 -5.19061 13.17134 -1.10061 13.30775
fn? 9.11731 0.09682 0.08843 0.02920 0.09656 0.03822 0.06852 0.04629
fp? 0.00854 0.08081 0.01643 0.01994 0.00750 0.02219 -0.00111 0.03185
i3 -0.07928 9.21511 -0.12080 0.06445 -0.17180 0.07242 -0.08307 0.08689
]« I B 15.06504 3.32886 18.69820 71.99401 13.69406 71.97483
sp | meeemmeee | eeeeeee 1.70873 6.47478 22.33281 23.19912 23.13348 23.22677
[ S B T I 11.10649 2.92624 46.33871 24.90950 43.32657 24.91027
Sn2 —————————————————————————————————— -0.02062 0.24898 0.00010599 0.24909
sp2 ———————————————————————————————— -0.52716 0.44566 -0.55454 0.44688
sk2 —————————————————————————————————— -0.14055 0.11214 -0.12834 0.11223
fn*sn 0.02830 0.14994 | --------- | s-------- 0.16903 0.17573 0.18084 0.17556
fp*sp 9.03611 0.14662 | ---e--om | eeeoe--- 0.09758 0.15212 0.09522 9.15258
fk*sk -0.08620 0.20979 | -------- | =m----=- 0.08274 0.12577 0.07241 0.12575
15 O [ 0.15270 0.06626 |  mmeemmm-m | meeeoooo- 0.06622 0.04916
fa*fk | eemmmeee | eeoeeee- -0.05684 0.07151 |  meeemmem | e -0.01710 0.04903
fp*fk | -------- | mmeee--- -0.04878 0.06334 | - ------- | mem-e--- -0.10853 0.06921
R? 0.8876 0.9876 0.9887 0.9891
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Table 5.1.7 Parameter estimates along with standard errorsfor remaining significant
variablesin different models using backward elimination procedure

Centre: Bhubaneswar Crop: Paddy (Konark) Year: Kharif 1999

Parameter Standard
Model Variable Estimate Error Type II SS F Value Pr > F
I Intercept 2404.76465 46.31781 215894182 2695.56 <.0001
fn 8.90327 3.75365 450592 5.63 0.0195
fp 8.75776 1.48434 2788125 34.81 <.0001
fk 6.03265 2.60169 430622 5.38 ©0.0223
fn? 0.12365 0.04856 519289 6.48 0.0123
R’ = 0.8868
II Intercept -1070.63946 250.21834 169815 18.31 <.0001
fn -13.86882 7.52388 31515 3.40 0.0682
fp 8.11463 0.50591 2386275 257.27 <.0001
fk 5.79270 2.39548 54238 5.85 ©0.0174
fn? 0.10252 0.02639 140011 15.10 ©0.0002
fk? -0.14399 0.05303 68372 7.37 0.0078
sh 17.10685 2.49832 434881 46.89 <.0001
sk 9.59817 1.77729 270513 29.17 <.0001
fnxsn 0.10947 0.05150 41916 4.52 0.0359
R’ = 0.9874
III Intercept -2693.94301 575.05815 193248 21.95 «<.0001
fn -17.75041 8.76483 36115 4.10 0.0455
fn? 0.09830 0.02660 120280 13.66 ©0.0004
fKk2 -0.08978 0.03369 62531 7.10 0©.0090
sn 11.95563 2.96093 143566 16.30 ©0.0001
sp 49.47431 12.54512 136953 15.55 ©0.0001
sk 36.86771 12.07854 82040 9.32 0.0029
sp2 -1.07390 0.22653 197905 22.47 <.0001
sk? -0.08422 0.05037 24614 2.80 0.0976
fnxsn 0.14181 0.06054 48311 5.49 0.0211
fpxsp 0.30112 0.03378 699559 79.44 <.0001
R’ = 0.9883
IV Intercept -2433.31741 473.60883 227601 26.40 <.0001
fn -21.41012 7.93224 62815 7.29 0.0082
fp 8.07323 0.67617 1229119 142 .55 «<.0001
fn? 0.05407 0.02758 33151 3.84 0.0527
sn 12.99325 2.95891 166260 19.28 <.0001
sk 44.85101 10.85156 147291 17.08 <.0001
sk? -0.15389 0.04563 98086 11.38 0.0011
fnxsn 0.15673 0.05445 71433 8.28 0.0049
fkxsk 0.06040 0.02431 53207 6.17 0.0146
fnxfp 0.08175 0.03172 57259 6.64 0.0114
fpxfk -0.14648 0.04934 75979 8.81 0.0037
R’ = 0.9885

Table 5.1.9 Parameter estimatesalong with standard errorsfor remaining significant
variablesin different models(replication included) using backward elimination
procedure
Centre: Bhubaneswar Crop: Paddy (Konark) Year: Kharif 1999

Parameter Standard
Variable Estimate Error Type II SS F Value Pr > F
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II

III

Iv

Intercept 1829.54647
rep 228.06071
fn 7.84231
fp 8.73036
fk 10.68243
fn? 0.13632
fk? -0.11698

R’ = 0.9874
Intercept -1070.63946
fn -13.86882
fp 8.11463
fk 5.79270
fn? 0.10252
fk? -9.14399
sn 17.10685
sk 9.59817
fnxsn 0.10947

R’ = 0.9874
Intercept -2291.50713
fn -18.44154
fp 8.07334
£n? 0.09664
fik? -9.14216
sn 13.08731
sk 41.73878
sk? -9.13872
fnxsn 0.14568
fkxsk 0.04625

R®> = 0.9881
Intercept -4050.77186
rep -151.41751
fn -26.87616
fn? 0.05064
sn 17.86565
sp 54.04114
sk 44.61347
sp? -0.96510
sk? -0.09463
fnxsn 0.17517
fpxsp 0.22470
fnxfp 0.09597
fpxfk -9.13261

R* = 9.9892

29.19511

9.19581
1.54195
0.57085
2.58167
0.01976
0.05988

250.21834
7.52388
0.50591
2.39548
0.02639
0.05303
2.49832
1.77729
0.05150

472.29626
7.66631
0.49241
0.02632
0.05936
2.89179
10.85132
0.04558
0.05369
0.02303

735.07595
52.87285
8.87289
0.03012
3.70389
12.36796
12.01400
0.22608
0.04896
0.05914
0.04925
0.03418
0.03341

74

46491594 3927.05

7281637
306237
2769038
202697
563203
45187

169815
31515
2386275
54238
140011
68372
434881
270513
41916

207301
50958
2367275
118717
50507
180367
130287
81566
64838
35520

251291
67866
75922
23387
192525
157986
114110
150794
30913
72588
172270
65236
130388

615.07
25.87
233.90
17.12
47.57
3.82

18.31
3.40
257.27
5.85
15.10
7.37
46.89
29.17
4.52

23.54
5.79
268.82
13.48
5.74
20.48
14.79
9.26
7.36
4.03

30.37
8.20
9.17
2.83
23.27
19.09
13.79
18.22
3.74
8.77
20.82
7.88
15.76

<.0001
.0001
.0001
.0001
.0001
0001
0534

OAAAAA

.0001
.0682
.0001
.0174
0002
0078
.0001
.0001
.0359

OAADO o A®A

0001
.0180
.0001

0004

0185
.0001
.0002

0030
.0078
.0472

OCOPOAOSOPAo

.0001
.0051
.0031
0959
.0001
.0001
.0003
<.0001
0.0561
0.0038
<.0001
0.0060
0.0001

OAACPoo A



Table 5.1.9 Parameter estimatesalong with standard errorsfor remaining significant
variablesin different models(replication included) using backward elimination

II

III

Iv

Centre: Bhubaneswar Crop: Paddy (Konark) Year: Kharif 1999

procedure
Parameter Standard

Variable Estimate Error

Intercept  1829.54647 29.19511
rep 228.06071 9.19581
fn 7.84231 1.54195
fp 8.73036 0.57085
fk 10.68243 2.58167
fn? 0.13632 0.01976
fk? -0.11698 0.05988

R* = 9.9874
Intercept -1070.63946 250.21834
fn -13.86882 7.52388
fp 8.11463 0.50591
fk 5.79270 2.39548
fn? 0.10252 0.02639
fk? -9.14399 0.05303
sn 17.10685 2.49832
sk 9.59817 1.77729
fnxsn 0.10947 0.05150

R’ = 0.9874

Intercept -2291.50713 472.29626
fn -18.44154 7.66631
fp 8.07334 0.49241
fn? 0.09664 0.02632
fik? -9.14216 0.05936
sh 13.08731 2.89179
sk 41.73878 10.85132
sk? -9.13872 0.04558
fnxsn 0.14568 0.05369
fkxsk 0.04625 0.02303

R’ = 0.9881
Intercept -4050.77186 735.097595
rep -151.41751 52.87285
fn -26.87616 8.87289
fn? 0.05064 0.03012
sh 17.86565 3.70389
sp 54.04114 12.36796
sk 44.61347 12.01400
sp? -0.96510 0.22608
sk? -0.09463 0.04896
fnxsn 0.17517 0.05914
fpxsp 0.22470 0.04925
fnxfp 0.09597 0.03418
Fpxfk -9.13261 0.03341

R* = 9.9892
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Type II SS F Value Pr > F
46491594 3927.05 <.0001
7281637 615.07 <.0001

306237 25.87 <.0001
2769038  233.90 <.0001
202697 17.12 <.0001
563203 47.57 <.0001
45187 3.82 0.0534
169815 18.31 <.o0001
31515 3.40 0.0682
2386275 257.27 <.0001
54238 5.85 0.0174
140011 15.10 ©0.0002
68372 7.37 0.0078
434881 46.89 <.0001
270513 29.17 <.0001
41916 4.52 0.0359
207301 23.54 <.0001
50958 5.79 0.0180
2367275 268.82 <.0001
118717 13.48 0.0004
50507 5.74 0.0185
180367 20.48 <.0001
130287 14.79 0.0002
81566 9.26 0.0030
64838 7.36 0.0078
35520 4.03 0.0472
251291 30.37 <.0001
67866 8.20 0.0051
75922 9.17 0.0031
23387 2.83 0.0959
192525 23.27 <.0001
157986 19.09 <.o0001
114110 13.79 ©.0003
150794 18.22 <.0001
30913 3.74 0.0561
72588 8.77 0.0038
172270 20.82 <.0001
65236 7.88 0.0060
130388 15.76 ©0.0001



Table 5.1.10 Estimated ridge of maximum yield
Centre: Bhubaneswar Crop: Paddy (Konark) Year: Kharif 1999

Average STV* of the Site: SN= 157. 42 Kg; SP=33. 55 Kg; SK=109. 54 Kg

Coded Estimated Standard Uncoded Factor Values

Radius yield Error fn fp fk

0.0 3321.498899 23.637714 37.500000 40.000000 20.000000
0.1 3378.876646 23.681125 40.468165 42.444345  19.981644
0.2 3439.287680 23.910252 43.527816 44.,758488 19.936489
0.3 3502.809194 24.331266 46.662130 46.958681 19.871124
0.4 3569.503069 24.966935 49.857654 49.059390 19.790502
0.5 3639.419219 25.858413 53.103649 51.073249 19.698340
0.6 3712.598180 27.063183 56.391527 53.011168 19.597431
0.7 3789.073118 28.649513 59.714392 54.882520 19.489880
0.8 3868.871368 30.688604 63.066685 56.695338 19.377281
0.9 3952.015622 33.246474 66.443890 58.456507 19.260847
1.0 4038.524853 36.377771 69.842322 60.171938 19.141506

* STV- Soil Test Value
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Table 5.1.11

Centre: Bhubaneswar Crop: Paddy Year: Kharif 2000

. Parameter estimates along with standard errorsfor response surface models using different number of variables

Models

[ [11 AV
Parameters Parameter Standard Parameter Standard Parameter Standard Parameter Standard
estimates Error estimates Error estimates Error estimates Error
Intercept 2871.21669* 77 .36596 1930.94112 1592.65048 -2655.21570 7995.36833 1672.22195 7772.81469
fn 20.63827* 7.72328 14.37558 22.51648 -23.78817 75.69921 -20.08764 74.56008
fp 9.97022 6.89032 -3.74100 10.30949 -3.16906 18.20276 2.96869 17.69390
fk 4.88214 12.06608 16.03722 23.83112 16.62854 48.64238 27.72245 47 .85593
-Fn2 -0.45531%* 0.15166 -0.23861%* 0.12099 -0.29871%* 0.16405 -0.56052%* 0.19361
-Fp2 -0.18297 0.12431 0.11559 0.07345 0.11533 0.08184 -0.19238 0.12660
sz 0.21219 0.32236 0.42286* 0.24798 0.43462 0.27748 0.33549 0.33576
[ 1 A B -8.17558 13.60940 54.26162 122.15873 45.,95277 119.51532
sp | mmmee-- L mmmmee- 22.95060 24 .35525 16.43070 102.51585 46.24442 99.62992
sk | eeeee-- | memeee- 14.92981 10.29697 13.61061 87.87601 -2.03861 85.78530
sn2 ———————————————————————————— -0.20184 0.39662 -0.17126 0.38833
sp2 ———————————————————————————— 0.06156 1.75083 -0.38179 1.69693
sk2 ———————————————————————————— 0.00442 0.43089 0.07224 0.42052
fn*sn | —------ | —eeee-- 0.11208 0.17959 0.35787 0.50115 0.27872 0.49136
fp*sp | ------- | ------- -0.06048 0.32595 -0.06908 0.60865 0.09868 0.59283
fk*sk | m--e--- | meeeee -0.22280 0.24028 -0.22974 0.49334 -0.27908 0.47866
fn*fp 0.52543* ©0.22919 | m----== | === | mmmm=== | mmmmme- 0.55392%* 0.21027
fn*fk 0.12570 0.22298 |  m----== | mmmm=== | mmmme== | mmmmme- 0.13875 0.20946
fp*fk -0.16611 ©9.31038 |  ------- | mmee--= | mmeeee= L meees -0.18574 0.28578
R’ 0.7614 0.8070 0.8077 0.8263
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Table 5.1.12 Parameter estimates along with standard errorsfor remaining significant
variablesin different models using backward elimination procedure

Centre: Bhubaneswar Crop: Paddy (Konark) Year: Kharif 2000

Parameter Standard
Model Variable Estimate Error Type II SS F Value Pr > F
I Intercept 2893.71003 63.43730 378334206 2080.75 <.0001
fn 26.78225 5.26500 4704919 25.88 <.0001
fn? -0.33327 0.08626 2713872 14.93 0.0002
fk? 0.28127 0.09369 1638880 9.01 0.0033
fnxfp 0.26018 0.06538 2879174 15.83 0.0001
R’ = 0.7558
II Intercept 1265.28766 291.86840 2816574 18.79 <.0001
fn 24.53193 4.80707 3903184 26.04 <.0001
fn? -0.14848 0.06434 798119 5.33 0.0230
fpz 0.06904 0.02463 1177020 7.85 0©0.0060
K 0.16103 0.08863 494710 3.30 0.0721
sk 15.85680 2.88434 4529546 30.22 <.0001
R’ = 0.8006
III Intercept 927.88167 492.49260 543118 3.55 0.0624
fk 35.05396 18.89109 526827 3.44 0.0663
fn? -0.20777 0.08734 865887 5.66 0.0192
fpz 0.06987 0.02512 1183819 7.74 0.0064
fk? 0.47523 0.24157 592148 3.87 0.0518
sk 19.45120 4.94881 2363741 15.45 ©0.0002
fnxsn 0.15423 0.03607 2796980 18.28 <.0001
fkxsk -0.40843 0.19090 700386 4.58 0.0347
R’ = 0.8002
IV Intercept 2347.77052 251.38414 12051259 87.22 <.0001
fn? -0.50775 0.10276 3373260 24.41 <.0001
fpz -0.13777 0.05337 920551 6.66 0.0112
fk? 0.27100 0.08172 1519519 11.00 0.0013
sp 48.43155 10.98369 2686317 19.44 <.0001
sn? -0.03852 0.01848 600207 4.34 0.0396
fnxsn 0.19322 0.03821 3533691 25.58 <.0001
fnxfp 0.43599 0.11915 1849927 13.39 0.0004
R’ = 0.8196
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Table 5.1.13

Parameter estimates along with standard errorsfor response surface models using different number of variables

(modelsincludereplication)

Centre: Bhubaneswar Crop: Paddy Year: Kharif 2000

M odels [ [11 AV
Parameters | Parameter Standard Parameter Standard Parameters | Parameter Standard Parameter
estimates Error estimates Error estimates Error estimates

Intercept 2438.83276%* 106.12984 -183.61741 2081.12434 -11514%* 9013.69942 -11601%* 8663.90633
Replication 172.95357%* 32.37424 -261.19753 167.14327 -389.26513 193.02937 -439.,97718 185.43250
fn 20.63827* 6.85329 14.23183 22.35444 -47.62612 75.45006 -46.28938 73.60385
fp 9.97022 6.11416 -4.58540 10.24947 -2.13294 17.92617 4.50160 17.28135
fk 4.88214 10.70690 23.76940 24.17127 -5.34799 49.10802 3.20454 47.83683
-Fn2 -0.45531%* 0.13458 -0.22773%* 0.12032 -0.33043%* 0.16226 -0.60969%* 0.19010
-Fp2 -0.18297 0.11030 0.12746%* 0.07332 0.12931 0.08086 -0.19526 0.12356
sz 0.21219 0.28605 0.49931* 0.25101 0.46622* 0.27360 0.35681 0.32782
[ 1 T N R T -4.38629 13.72721 93.16501 121.79067 88.78428 118.03565
sp | mmmemme= | mmmeee- 46.54999 28.50820 21.30987 100.94563 53.38618 97.28551
sk | meeee-- | meeeee- 30.41159* 14.23564 107.24115 98.17768 103.32608 94.77401
sn2 ———————————————————————————— -0.30316 0.39366 -0.28182 0.38186
sp2 ———————————————————————————— 0.47490 1.73566 0.05995 1.66664
sk2 ———————————————————————————— -0.34537 0.45827 -0.32110 0.44265
L 1 Tar Y | I B R e e e e 0.40913 0.48271
fp*rsp | emmmeee | mmeeeee L meeeeee | meeeeee | mmeeeee | eeeeeas -0.13113 0.58665
L Gl S e el e e e R -0.14416 0.47062
fn*fp 0.52543%* 0.20337 0.09336 0.17869 0.47967 0.49702 0.58193* 0.20556
fn*fk 0.12570 0.19786 -0.17515 0.33182 -0.28171 0.60837 0.14809 0.20447
fp*fk -0.16611 0.27542 -0.36966 0.25639 -0.10838 0.48936 -0.18617 0.27893
R’ 0.8140 0.8117 0.8156 0.8363
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Table 5.1.14 Parameter estimates along with standard errorsfor remaining significant
variablesin different models(replication included) using backward elimination

Model

II

III

Iv

procedure

Centre: Bhubaneswar Crop: Paddy (Konark) Year: Kharif 2000

Parameter
Variable Estimate
Intercept 2461.32610
rep 172.95357
fn 26.78225
fn? -9.33327
fk2 0.28127
fnxfp 0.26018
R* = 0.8083
Intercept 1265.28766
fn 24.53193
fn? -9.14848
fp? 0.06904
k2 0.16103
sk 15.85680
R’ = 0.8006
Intercept -4942.37941
rep -191.60711
fn? -0.17866
fp, 0.05813
sk 126.78973
sk? -9.43455
fnxsn 0.13895
R’ = ©.7999
Intercept -6066.31160
rep -399.55640
fn? -0.45261
fp° -0.20288
sp 51.02541
sk 132.23219
sk? -0.46554
fnxsn 0.10797
fnxfp 0.50989
R? = 9.8301

Standard
Error

98.07090
32.07505
4.68600
0.07678
0.08339
0.05819

291.86840
4.80707
0.06434
0.02463
0.08863
2.88434

2088.55048
78.82696
0.08287
0.02671
36.53602
0.14742
0.03452

1970.14039
105.39683
0.10205
0.06646
18.28155
34.03036
0.13737
0.03300
0.12317
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Type II SS F Value Pr > F
90723708  629.88 <.0001
4187811 29.08 <.0001
4704919 32.67 <.0001
2713872 18.84 <.0001
1638880 11.38 0.0010
2879174 19.99 <.0001
2816574 18.79 <.0001
3903184 26.04 <.0001
798119 5.33 0.0230
1177020 7.85 0.0060
494710 3.30 0.0721
4529546 30.22 <.0001
850219 5.60 ©0.0198
897061 5.91 0.0168
705727 4.65 0.0334
718809 4.73 0.0318
1828412 12.04 0.0008
1319152 8.69 0.0039
2459508 16.20 0.0001
1245583 9.48 0.0027
1888073 14.37 0.0003
2584190 19.67 <.0001
1224339 9.32 0.0029
1023446 7.79 0.0063
1983622 15.10 0.0002
1508931 11.49 0.0010
1405938 10.70 0.0015
2251510 17.14 <.0001



Table 5.1.15 Estimated ridge of maximum yield
Centre: Bhubaneswar Crop: Paddy Year: Kharif 2000

Average STV* of the Site: SN=165.60 Kg; SP =34.51 Kg; SK=108.43K(g

Coded Estimated Standard Uncoded Factor Values

Radius  yield Error fn fp fk

0.0 4042.991388 108.100649 37.500000 40.000000 20.000000
0.1 4106.848796 108.511274 39.649687 42.937445 20.726906
0.2 4169.894423 108.246806 41.739753 45.893769 21.484196
0.3 4232.153786 107.312996 43.791428 48.847513 22.274088
0.4 4293.646673 105.771137 45.813970 51.785945 23.100238
0.5 4354.392096 103.728883 47.811141 54.699359 23.967389
0.6 4414.410649 101.339839 49.783659 57.578767 24.881332
0.7 4473.726072 98.806429 51.730173 60.414695 25.848989
0.8 4532.366681 96.382841 53.647631 63.196377 26.878537
0.9 4590.366895 94.374524 55.531324 65.911084 27.979530
1.0 4647.769038 93.129945 57.374766 68.543499 29.162958

* STV- Soil Test Value
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,lIIIIIIIIIIIIIIllIIIllllllllllllllllIllIIII-I-l-F:7___________________________

I'able 5.2.1: Parameter estimates along with standard errors for response surface models using different number of variables

Centre: Hyderabad Crop: Sunflower Year: Rabi- 1993

Models i i 1 v
Parameters Parameter Standard Farameter Standard Parameter Standard Parameter Standard
estimates Error estimates Error estimates Error estimates Error

Intercept 740.67470 52.47508 572.48037 387.90244 -646.45073 1720.40134 -832.04654 1734.08631 |
fn 13.50872 1.28110 8.75395 3.63183 5,79765 §.37837 6.78457 6.50202
fp 1.96181 1.64270 0.63621 2.01861 0.47315 1.99573 0.23788 2.01400
Tk 0.14721 1.62007 -3.19157 3.26921 -4 ,45835 3.23642 -4.86907 3.26148
fn? -0.05922 0.00898 -0.05220 0.01334 -0.04926 0.01505 -0.04553 0.01546
fp? -0.02139 0.01744 -0.01674 0.01639 -0.01885 0.01618 -0.01706 0.01629
k2 0.00059 0.01713 0.00247 0.01619 0.00258 0.01591 0.00257 0.01598
LY I B -0.11809 1.48203 1.43932 13.07375 1.64074 13.17814
8p 4| eememmmss | mememmees 0.84786 3.05122 31.02999 12.00071 28.05288 12. 46520
-1 S I B e 0.75573 0.55014 4,23370 4.48280 5.24615 4.57094
| A B e e A B -0.00391 0.02830 -0.00404 0.02857
-7 L e B T I T e -0.48237 0.19048 -0.42905 0.19636
Y L e e I R -0.00462 0.00609 -0.00623 0.00622
fa*sn ] seeeseses | eeceoaaa- 0.01017 0.01653 0.01945 0.02874 0.01596 0.02922
fprsp | ee-eemece | eeneeesas 0.03067 0.04942 0.04171 0.04906 0.05515 0.05792
fk*sk | secsec--s | ceecesaa- 0.00676 0.00870 - 0.01031 0.00861 0.01425 0.00910
fn*fp -0.00192 0.00996 | ------- | =-ees- | seeeeee ] seeaans -0.00328 0.01073
fn*Tk -0.00682 0.01002 |  seee--- [ eess--e ] eeeeoas Cammm s -0.01418 0.01017
fp*fk 0.00495 0.01193 | -=----- |  se-sees- | se-e-ee | eceoas -0.00207 0.01153

Lﬁﬁi__, 0.7339 0.7766 7921 7 0.7965




Table 5.2.2 Parameter estimates along with standard errorsfor remaining significant
variablesin different models using backward elimination procedure

Centre: Hyderabad Crop: Sunflower Year: Rabi- 1993

Parameter Standard

Model Variable Estimate Error Type II SS F Value Pr > F

I Intercept 770.28409 36.98861 8244270 433.68 <.0001
fn 13.32749 1.21251 2296762 120.82 <.0001
fn2 -0.06019 0.00866 918225 48.30 <.0001
R’ = 0.7264

II Intercept 439.39668 115.82435 237897 14.39 0.0002
fn 10.45566 1.46677 839945 50.81 <.0001
fn2 -0.04320 0.01018 297437 17.99 <.0001
fp2 -0.01752 0.01056 45533 2.75 0.0997
sk 1.09486 0.37759 138981 8.41 0.0045
fpsp 0.05244 0.02745 60307 3.65 0.0586
R’ = 0.7682

III Intercept -71.49933 225.06627 1616.64053 0.10 0.7513
fn 9.99236 1.48698 723361 45.16 <.0001
fn2 -0.04054 0.01064 232485 14.51 0.0002
sp 28.84053 11.43482 101901 6.36 0.0130
sk 1.27353 0.42063 146839 9.17 ©.0030
sp2 -0.40656 0.17763 83919 5.24 0.0239

R’ = 0.7754

IV Intercept -62.56971 222.91849 1237.44008 0.08 0.7795
fn 10.15944 1.47533 744815 47 .42 <.0001
fn2 -0.04015 0.01054 227910 14.51 ©0.0002
sp 26.96939 11.37018 88368 5.63 ©0.0194
sk 1.31211 0.41707 155462 9.90 0.0021
sp2 -0.36341 0.17750 65840 4.19 0.0429
fnfk -0.00824 0.00456 51275 3.26 0.0735

R’ = 0.7817

83



Table 5.2.3: Parameter estimatesalong with standard errorsfor response surface models using different number of

Variables (modelsincludereplication)

Centre: Hyderabad Crop: Sunflower Year: Rabi- 1993

Models I [ [11 v
Parameters | Parameter Standard Parameter Standard Parameters | Parameter Standard Par ameter

estimates Error estimates Error estimates Error estimates
Intercept 582.19884 52.42237 436.27424 344 .43589 -2698.43970 1560.04346 -3042.73491 1560.99622
Replication 61.12290 10.02634 56.62947 10.26889 57.91092 10.40707 59.88060 10.46087
fn 13.50248 1.11137 8.65258 3.21661 0.65715 5.69535 0.93710 5.76233
fp 1.79037 1.42534 1.82449 1.80074 1.41101 1.76648 1.13336 1.76356
fk 0.81929 1.40975 -1.80617 2.90628 -3.092989 2.86312 -3.44876 2.85546
fn2 -0.05872 0.00779 -0.04264 9.01195 -0.04178 0.01333 -0.03880 0.01353
fp2 -0.02216 0.01513 -0.01901 9.01452 -0.01817 9.01425 -0.01580 0.01421
fk2 -0.00148 0.01486 0.00226 0.01434 0.00425 0.01402 0.00413 0.01394
sn | ==m==-= | m==m--- -0.62763 1.31582 15.64988 11.79888 17.21692 11.81167
sp | eeeee-- | eeeeee- 0.32069 2.70403 19.94071 10.75990 17.31945 11.03265
Y S e 1.14185 0.49224 6.65188 3.97360 7.71073 4.00995
sn2 |  =-----= | mmme--- 0.00731 0.01465 -0.03530 0.02557 -0.03870 0.02564
sp2 | memme--- | mmme-e- -0.00901 0.04436 -0.30011 0.17100 -0.23338 0.17465
sk2 | eeeeeee | aeeeen 0.00354 9.00773 -0.00749 0.00539 -0.00920 0.00545
Y Y [ e 9.03715 0.02552 0.03657 0.02574
Y~ X [ e 0.00530 0.04372 -0.00205 0.05149
Y < [ e 0.00627 0.00762 0.01065 0.00797
fnfp 0.00053 0.00865 | cmmm--e | meeeee | eeeeee | e 0.00297 0.00942
fnfk -0.01104 0.00872 | m------ | === mmmeeee L mmm e -0.01838 0.00890
fpfk 0.00203 0.01036 | ------- | mme==-= L mmmeeee L emm e 0.00214 0.01008
R? 0.8015 0.8264 8401 0.8467
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Table 5.2.4 Parameter estimates along with standard errorsfor remaining significant
variablesin different models(replication included) using backward elimination

Model

II

III

Iv

Centre: Hyderabad Crop: Sunflower Year: Rabi- 1993

procedure

Parameter
Variable Estimate
Intercept 619.15909
rep 60.45000
fn 13.32749
fn2 -0.06019

R® = 0.7938
Intercept 255.05988
rep 57.38223
fn 10.15584
fn2 -0.04007
sk 1.25386

R’ = 0.8211
Intercept -1732.52994
rep 58.16108
fn2 -0.04891
sh 15.75487
sp 19.48615
sk 1.34103
sn2 -0.03678
sp2 -0.30427
fnsn 0.04458

R’ = 0.8314

Intercept -2045.57038
rep 61.38241
fn2 -0.04651
sh 20.39637
sk 1.38200
sn2 -0.04580
fnsn 0.04451
fnfk -0.00756

R’ = 0.8317

Standard
Error Type II SS F Value Pr
40.52048 3373550  233.48 <
9.81455 548130 37.94 <
1.05708 2296762  158.96 <
0.00755 918225 63.55 <
94.89420 91374 7.22 0
9.21173 490781 38.80 <
1.24594 840336 66.44 <
0.00855 278047 21.98 <
0.29958 221561 17.52 <
914.11610 44361 3.59
9.86426 429321 34.76
0.01128 232142 18.80
7.29658 57575 4.66
10.48351 42666 3.45
0.37314 159505 12.92
0.01404 84749 6.86
0.16440 42300 3.43
0.00597 687690 55.69
904.43439 62473 5.12 ©
9.59695 499623 40.91 <
0.01110 214490 17.56 <
6.88401 107212 8.78 ©
0.33130 212517 17.40 <
0.01305 150407 12.32 ©
0.00583 711815 58.28 <
0.00390 45883 3.76 ©
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ANOOOOOAAD

> F

.0001
.0001
.0001
.0001

.0083
.0001
.0001
.0001
.0001

.0607
.0001

0001

.0330

0657

.0005
.0100
.0669
.0001

.0256
.0001
.0001
.0037
.0001
.0006
.0001
.0551



Table 5.2.5: Estimated ridge of maximum yield

Centre: Hyderabad Crop: Sunflower Year: Rabi - 1993

Average STV* of the Site: SN=259.43 Kg; SP=30.71Kg; SK= 370.77Kg

Coded Estimated

Radius yield

1352.907834
1380.655736
1405.250713
1426.747707
1445.242206
1460.906359
1474.047466
1485.154702
1494 .834558
1503.635231
1511.941638

()

P OO0OO0OO0OOOOOO®
CQCVWOoONOOTUVEA,WNEO

* STV- Soil Test Value

Standard

33.
33.
32.
32.
31.
30.
29.
29.
28.
28.
29.

Error

536170
323255
858784
169029
333335
474620
719423
133644
739894
634233
015876

60.
65
71
77
83
89.
94.
98
1e1.
104.
106.
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fn
000000

.982142
.938680
.840959
.627629

169257
226235

.497247

844439
402053
402736

Uncoded Factor Values

40.
40.
40.
40.
40.
40.
40.
.073003
41.
41.
.041936

41

41

fp

000000
107061
232173
378932
549439
739280
927584

139193
122844

40.
.710795
39.
.454097
37.
35.
.617471
.857061
24.
19.
14.

39

38

32
28

fk
000000

226367
246746
384819

363533
542772
663650



Table5.2.6 : Parameter estimates along with standard errorsfor response surface models using different number of variables

Centre: Hyderabad Crop: Groundnut Year: Rabi 1997- 98

| 1 v
Models
Parameters | Parameter Standard Parameter Standard Parameters | Parameter Standard Parameter
estimates Error estimates Error estimates Error estimates
Intercept 1514.49542 18.22951 1452.67797 129.52802 2848.48921 972.40612 1957.75290 737 .28950
fn 4.39738 2.35580 -8.41342 5.51750 -4.41815 5.73632 -5.56166 4.27842
fp 3.85008 1.17790 5.04775 0.81576 5.95437 0.91015 5.35547 0.69638
fk 0.84568 1.17790 -3.38522 2.54446 1.38416 3.47276 1.82972 2.98264
fn2 0.18969 0.07288 0.16389 0.04582 0.17620 0.05293 0.17653 0.03958
fp2 -0.02600 0.01822 -0.01674 0.01131 -0.02592 0.01189 -0.01971 0.00874
fk2 0.00580 0.01822 0.01237 0.01217 0.01451 0.01217 0.01160 0.00940
sn | ==---= | eeee--- -0.49033 0.45219 2.54460 4.31438 -2.18743 3.22743
sp | mmmee-- | mmmeee- 7.91547 0.73519 4.39700 2.51299 8.67728 1.89281
[ S e N -0.16356 0.33048 -10.91783 5.14106 -2.39805 3.93268
Y 1 7 T e T -0.00522 0.00870 0.00401 0.00651
sp2 | m===--- | mmme-ee L mmmmeee L mm e 0.05289 0.03640 0.01357 0.02703
[ e B I I 0.01631 0.00780 0.00369 0.00594
fnsn | —------ | —ee---- 0.06098 0.02354 0.04134 0.02540 0.03074 0.01895
fpsp | ------- | meme--- -0.06039 0.01762 -0.07414 0.02069 -0.09520 0.01538
fksk | me----- | eeee-- 0.01045 0.00771 -0.00367 0.01052 -0.00444 0.00963
fnfp 0.06764 0.02473 | m---=-- | mme==-= L mmmmeee L mmm e 0.10412 0.01161
fnfk 0.03611 0.02473 | ----=-- | mme==-= L mmmmeee L mmm e 0.03887 0.01485
fpfk -0.01153 0.01237 | ---=--= | =me=e-= | mmemee= | mmmmme- -0.01167 0.00630
R’ 0.8613 0.9522 .9552 0.9768

87




Table5.2.7 Parameter estimatesalong with standard errorsfor remaining significant
variablesin different models using backward elimination procedure

Centre: Hyderabad Crop: Groundnut Year: Rabi 1997- 98

Parameter Standard
Models Variable Estimate Error Type II SS F Value Pr > F
I Intercept 1514.59058 16.27260 57558160 8663.17 <.0001
fn 5.48555 2.28574 38266 5.76 ©.0180
fp 1.94547 0.44789 125354 18.87 <.0001
fk 1.39032 0.30597 137187 20.65 <.0001
fn2 0.18962 0.07287 44992 6.77 ©0.0105
fnfp 0.06759 0.02438 51064 7.69 0.0065
R® = 0.8552
11 Intercept 1280.20559 22.23305 7864059 3315.60 <.0001
fp 4.04634 0.59888 108275 45.65 <.0001
fn2 0.16599 0.04406 33667 14.19 ©0.0003
sp 7.96976 0.72492 286681 120.87 <.0001
fnsn 0.02619 0.00544 54934 23.16 <.0001
fpsp -0.05982 0.01693 29609 12.48 0.0006
fksk 0.00298 0.00050144 83556 35.23 <.0001
R®= 0.9488
III Intercept 2939.94133 604.93954 52349 23.62 <.0001
fp 5.46819 0.80021 103499 46.70 <.0001
fn2 0.17095 0.04327 34587 15.60 ©0.0001
fp2 -0.02668 0.01135 12253 5.53 0.0205
fk2 0.01577 0.00362 42038 18.97 <.0001
sp 8.02111 0.71245 280942 126.75 <.0001
sk -9.90238 3.59996 16770 7.57 ©.0070
sk2 0.01468 0.00534 16773 7.57 0.0070
fnsn 0.02485 0.00573 41727 18.83 <.0001
fpsp -0.05779 0.01679 26249 11.84 0.0008
R’ = 0.9534
Iv Intercept 1272.53139 15.90160 7422029 6404.06 <.0001
fn -3.79885 2.17765 3526.89999 3.04 0.0839
fp 5.16264 0.57570 93200 80.42 <.0001
fn2 0.16194 0.03136 30910 26.67 <.0001
fp2 -0.01961 0.00781 7311.65508 6.31 0.0135
fk2 0.01543 0.00355 21949 18.94 <.0001
sp 9.38610 0.53810 352626 304.26 <.0001
fnsn 0.02541 0.00898 9291.19676 8.02 0.0055
fpsp -0.08988 0.01274 57691 49.78 <.0001
fnfp 0.10452 0.01082 108064 93.24 <.0001
fnfk 0.03977 0.01018 17667 15.24 0.0002
fpfk -0.01074 0.00507 5199.62381 4.49 0.0365
R = 0.9761
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Table 5.2.8: Parameter estimates along with standard errorsfor response surface models using different number of variables

(modelsincludereplication)
Centre: Hyderabad Crop: Groundnut Year: Rabi 1997- 98

Models [ [11 v
Parameters | Parameter Standard Parameter Standard Parameters | Parameter Standard Parameter

estimates Error estimates Error estimates Error estimates
Intercept 1367.34542 13.19164 1619.58398 129.42285 3289.79612 870.72347 2252.72018 721.31271
Replication 58.86000 3.55043 36.34740 9.45716 50.56648 9.57102 23.47708 8.39142
fn 4.39738 1.26113 -10.65695 5.22611 -6.68884 5.13083 -6.74952 4.16247
fp 3.85008 0.63056 4.78196 9.77095 6.36235 0.81489 5.59520 0.67940
fk 0.84568 0.63056 -2.37030 2.40952 3.12470 3.11277 3.10328 2.92234
fn? 0.18969 9.03901 0.15162 0.04324 0.17561 0.04718 0.17481 0.03831
fp? -0.02600 0.00975 -0.01411 0.01067 -0.02356 0.01061 -0.01921 0.00846
sz 0.00580 0.00975 0.01416 0.01146 0.01644 0.01086 0.01390 0.00913
sn | =====-= | meee--- -0.92500 0.44040 2.39623 3.84552 -1.70394 3.12836
sp | =eeeee- [ e 3.80950 1.27286 -5.97135 2.97795 3.37499 2.63584
sk | eeeee-- | eeeeee- -0.31405 0.31353 -12.43197 4.59119 -4.03555 3.85088
] 1 7 2 T I A B -0.00586 0.00775 0.00260 0.00632
sp2 | =m=e==e-= | mmmeeee ] ememeee L eeeeees 0.12488 0.03519 0.05095 0.02938
Y 2 [ 0.01834 0.00697 0.00608 9.00581
fn*sn | eeeeeee | aoeeee- 0.07648 9.02252 0.05614 9.02281 9.03994 0.01863
fp*sp | cem-eem | aeoee- -0.04171 9.01728 -0.06978 0.01846 -0.08985 9.01501
fk*sk | eeeeeee | meeee- 0.00787 9.00729 -0.00818 0.00942 -0.00836 0.00942
fn*fp 0.06764 - 1 7 S L e 0.08961 9.01237
fn*fk 0.03611 0.01324 |  ------- | meemee-= | mmmme-e L mmm e e 0.03885 0.01437
fp*fk -0.01153 0.00662 | o ------- | mmemee-- L mmmmeee L mmm e e -0.00939 0.00615
R? 0.9606 0.9581 .9647 0.9785
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Table5.29 Parameter estimatesalong with standard errorsfor remaining significant
variablesin different models(replication included) using backward elimination

procedure
Centre: Hyderabad Crop: Groundnut Year: Rabi 1997- 98
Parameter Standard
Models Variable Estimate Error Type II SS F Value Pr > F
I Intercept 1366.64120 13.09980 20458588 10883.80 <.0001
rep 58.86000 3.53999 519675 276.46 <.0001
fn 4.35043 1.25496 22589 12.02 ©0.0008
fp 3.82660 0.62748 69908 37.19 <.ee01
fk 1.17823 0.29111 30793 16.38 <.0001
fn2 0.19022 0.03889 44972 23.92 <.0001
fp2 -0.02587 0.00972 13311 7.08 0.0090
fnfp 0.06803 0.01318 50050 26.63 <.0001
fnfk 0.03650 0.01318 14410 7.67 ©.0066
fpfk -0.01133 0.00659 5553 2.95 0.0885
R’ = 0.9605
II Intercept 1553.93200 100.23961 493339  240.32 <.0001
rep 36.66289 9.20108 32594 15.88 ©0.0001
fn -12.59307 4.88357 13651 6.65 0.0112
fp 4.00154 0.56717 102184  49.78 <.0001
fn2 0.14857 0.04237 25242 12.30 ©.0007
fk2 0.01971 0.00280 102002 49.69 <.0001
sn -1.06743 0.42018 13249 6.45 0.0125
sp 3.83163 1.24061 19582 9.54 0.0025
fnsn 0.08440 0.02124 32402 15.78 ©.0001
fpsp -0.04409 0.01676 14203 6.92 0.0098
R’ = 0.9568
III Intercept  3294.19380 547.93082 64718 36.14 <.0001
rep 46.35348 9.09190 46541 25.99 <.0001
fp 6.56269 0.79086 123294 68.86 <.0001
fn2 0.19351 0.03943 43119 24.08 <.0001
fp2 -0.02584 0.01020 11496 6.42 0.0127
fk2 0.01935 0.00335 59900 33.45 <.0001
sp -4.96817 2.89385 5277.37104 2.95 0.0889
sk -10.98829 3.24231 20565 11.49 ©0.0010
sp2 9.11934 0.03467 21215 11.85 ©.0008
sk2 0.01603 0.00480 19933 11.13 ©0.0012
fnsn 9.02570 0.00530 42027 23.47 <.0001
fpsp -0.07331 0.01771 30681 17.14 <.000
R’ = 0.9630
v Intercept  1538.59282 71.10050 517695 468.28 <.0001
rep 29.88696 5.54109 32162 29.09 <.0001
fn -9.50767 3.63444  7565.60746 6.84 0.0102
fp 5.67328 0.59888 99213 89.74 <.0001
fn2 0.16626 0.03139 31007 28.05 <.0001
fp2 -0.01673 0.00771  5201.52535 4.70 0.0323
fk2 0.01645 0.00346 24916 22.54 <.0001
sn -0.67354 0.31262  5131.73450 4.64 0.0335
sp2 0.08764 0.01141 65225 59.00 <.0001
fnsn 0.05352 0.01603 12317 11.14 ©0.0012
fpsp -0.09284 0.01446 45562 41.21 <.e001
fnfp 0.08481 0.01063 70402 63.68 <.0001
fnfk 0.03681 0.00994 15152 13.71 ©.0003
fpfk -0.00841 0.00496  3171.05335 2.87 0.0933
R’ = ©.9776
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Table5.2.10 Estimated ridge of maximum yield

Centre: Hyderabad Crop: Groundnut Year: 199

Average STV* of the Site: SN=240.45 Kg; SP= 33.56 Kg; SK=346.84 Kg

Coded Estimated
Radius yield
1782.147131
1804.682032
1828.101016
1852.413794
1877.628104
1903.750175
1930.785065
1958.736921
1987.609173
2017.404676
2048.125826

(]
(]

P OO0
O VWoONOOTUVTA, WNEER

* STV- Soil Test Value

Standard
Error
20.
20.
20.
19.
19.
18.
18.
18.
18.
18.
19.

418236
297740
060524
724917
321658
896744
514376
258641
231424
543523
298247

Uncoded Factor Values

fn

15
16.
17
19
20.
21
23.
24.
26.
27.
28

91

.000000

352773

.720389
.099955

489238

. 886496

290361
699744
113772
531741

.953074

37

39

fp
30.
31.
32.
33.
34.
35.
36.
37.
.968935
38.
.639181

000000
168540
271697
319481
320079
280219
205458
100410

814277

31

32

33

34.
34.
35.

fk
30.
30.
31.
.656058
32.
.724694
33.
.774129

000000
560830
112352

193171

251453

293291

809410
322885



Table 5.2.11 Parameter estimates along with standard errorsfor remaining
significant variablesin different models(replication included) using
backward elimination procedure
(With New Variables FNFP,FNFK AND FPFK)

CENTRE: HYDERABAD CROP: GROUNDNUT YEAR :RABI 1997-98

Parameter Standard

Models Variable Estimate Error Type II SS F Value Pr > F

III(b) Intercept 1272.53139 15.90160 7422029 6404.06 <.0001
fn -3.79885 2.17765 3526.89999 3.04 0.0839
fp 5.16264 0.57570 93200 80.42 <.o0001
fn2 0.16194 0.03136 30910 26.67 <.0001
fp2 -0.01961 0.00781 7311.65508 6.31 0.0135
fk2 0.01543 0.00355 21949 18.94 <.0001
sp 9.38610 0.53810 352626 304.26 <.0001
fnsn 0.02541 0.00898 9291.19676 8.02 0.0055
fpsp -0.08988 0.01274 57691 49.78 <.0001
fnfp 0.10452 0.01082 108064 93.24 <.0001
fnfk 0.03977 0.01018 17667 15.24 0.0002
fpfk -0.01074 0.00507 5199.62381 4.49 0.0365

R* = 0.9761

III(b) Intercept 1418.35789 76.08580 388946 347.51 <.0001

(with rep 14.92075 7.20201 4803.94971 4.29 0.0407

repl.) fn -8.79548 3.66917 6431.42552 5.75 0.0183
fp 4.96704 0.57275 84175 75.21 <.0001
fn2 0.15109 0.03144 25849 23.09 <.0001
fp2 -0.01752 0.00776 5710.45413 5.10 0.0259
fk2 0.01582 0.00349 22975 20.53 <.o0001
sn -0.59052 0.31713 3880.65470 3.47 0.0654
sp 7.65813 1.01454 63772 56.98 <.0001
fnsn 0.05016 0.01623 10688 9.55 0.0026
fpsp -0.07972 0.01340 39582 35.36 <.0001
fnfp 0.09646 0.01127 82050 73.31 <.0001
fnfk 0.03942 0.01001 17360 15.51 @©.0001
fpfk -0.00988 0.00500 4380.67609 3.91 0.0505

R* = ©.9773
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Table 5.2.12:

Parameter estimates along with standard errorsfor response surface models using different number of variables

Centre: Maruteru Crop- Rice Year: Rabi-1994

| 1 v

Models
Parameters | Parameter Standard Parameter Standard Parameters | Parameter Standard Parameter

estimates Error estimates Error estimates Error estimates
Intercept 2078.66367 112.84644 4383.69316 1123.63222 3950.42727 4208.73738 4504.03759 4285.60049
fn 37.62341 3.59514 13.24265 8.25451 18.57427 16.93481 19.92983 17.41864
fp 4.48754 5.24455 -1.38651 4.87251 -1.35307 5.00862 1.55522 5.80591
fk 14.24206 5.24455 16.19023 9.13836 15.73285 9.25376 16.06610 9.90542
fn2 -0.10337 0.02246 -0.16713 0.02132 -0.16084 0.02473 -0.14950 0.02741
fpz 0.03002 0.05242 0.08381 0.04917 0.08636 0.04988 0.08262 0.05042
sz -0.10214 0.05242 -0.10385 0.04872 -0.10874 0.04960 -0.10641 0.05031
[ 1 T T B -5.91646 3.46565 -11.44090 25.59362 -13.80866 26.12447
sp | mmmmee- ] mmmeee- 2.47080 3.08442 -1.68374 9.27613 -1.02230 9.40755
[ S B -2.17531 1.43987 4.78253 8.59600 3.05738 8.83704
[ 1 1 T B i 0.01107 0.04394 0.01530 0.04493
sp2 | mmm=e--- | mmmmee- L mmmmeee L mmmmee e 0.03962 0.08853 0.02821 0.09039
[ & 2 T e B -0.00998 0.01225 -0.00695 0.01264
fn*sn | ------- | —ee---- 0.10080 0.02950 0.08107 0.05885 0.07344 0.06033
fp*sp | ------- | ------- -0.07306 0.05941 -0.07623 0.06569 -0.06901 0.06708
fk*sk | -e----- | eeee-- -0.00089557 0.02533 0.00154 0.02576 -0.00184 0.03248
fn*fp -0.06859 0.02821 | @ ------- | mememe--= L mmmmeee L mmm e e -0.03329 0.02822
fn*fk 0.02478 0.02821 | @ ------- | mememe--= | mmmmeee L mmm e e 0.00544 0.02975
fp*fk -0.01725 0.03670 | @ —------ | =mee--= | eeeeeee | memmee 0.00194 0.04077
R® 0.8849 0.9073 0.9081 0.9094
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Table5.2.13: Parameter estimates along with standard errorsfor remaining significant
variablesin different models using backward elimination procedure

Centre: Maruteru Crop- Rice Year: Rabi-1994

Parameter Standard
Model Variable Estimate Error Type II SS F Value Pr > F
I Intercept 2068.62792 111.06128 58000383 346.93 <.0001
fn 37.10933 3.31136 20996443 125.59 <.0001
fp 5.90616 2.96646 662714 3.96 0.0489
fk 15.90472 4.31469 2271668 13.59 0.0004
fn2 -0.09668 0.02012 3861774 23.10 <.0001
fk2 -0.10110 0.05200 631997 3.78 0.0543
fnfp -0.06608 0.02777 947064 5.66 ©0.0190
R’ = 0.8836
II Intercept 2715.26393 264.96819 14905620 105.01 <.0001
fn 25.60463 4.53412 4526527 31.89 <.0001
fk 16.37605 3.97232 2412361 17.00 <.0001
fn2 -0.15027 0.01717 10875233 76.62 <.0001
fk2 -0.10846 0.04816 719786 5.07 0.0263
sk -2.09864 0.85347 858254 6.05 0.0155
fnsn 0.05273 0.01213 2684877 18.92 <.0001
R®> = 9.9011
III Intercept 2361.19458 140.07155 40166211 284.16 <.0001
fn 25.57679 4.51483 4536346 32.09 <.0001
fk 16.41645 3.96379 2424562 17.15 <.0001
fn2 -0.15003 0.01712 10851076 76.77 <.0001
fk2 -0.10880 0.04804 725104 5.13 0.0254
sk2 -0.00304 0.00119 925193 6.55 0.0118
fnsn 0.05270 0.01210 2682671 18.98 <.0001
R’= 0.9016
IV Intercept 2369.62139 147.73532 35357554 257.27 <.0001
fn 24.30554 4.49870 4011719 29.19 <.0001
fk 16.12431 3.91058 2336537 17.00 <.0001
fn2 -0.13549 0.01816 7652706 55.68 <.0001
fp2 0.06327 0.02786 708979 5.16 ©0.0251
fk2 -0.10529 0.04742 677692 4,93 0.0284
sk2 -0.00342 0.00134 896855 6.53 0.0120
fnsn 0.05246 0.01197 2640779 19.21 <.0001
fnfp -0.03964 0.02201 445567 3.24 0.0745
R’= 0.9060
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Table5.2.14:

Parameter estimates along with standard errorsfor response surface models using different number of
Variables (modelsincludereplication)

Centre: Maruteru Crop- Rice Year: Rabi-1994

M odels I [ [11 (Y
Parameters | Parameter Standard Parameter Standard Parameters | Parameter Standard Parameter

estimates Error estimates Error estimates Error estimates
Intercept 2312.04700 136.34159 4438.04982 1106.40188 4354 .36440 4146.44114 4914.73600 4224.55148
Replication -93.35333 32.58865 -122.66207 58.35131 -123.52856 59.01695 -121.94818 59.67559
fn 37.62341 3.48287 12.05322 8.14538 18.80344 16.66643 20.53019 17.15358
fp 4.48754 5.08077 -2.25110 4.81408 -2.30226 4.94995 0.38190 5.74549
fk 14.24206 5.08077 14.41097 9.03550 13.91691 9.14814 14.65878 9.77755
-Fn2 -0.10337 0.02176 -0.15537 0.02172 -0.14782 0.02512 -0.13804 0.02757
-Fp2 0.03002 0.05078 0.08728 0.04843 0.08964 0.04911 0.08609 0.04967
sz -0.10214 0.05078 -0.10898 0.04803 -0.11431 0.04888 -0.11134 0.04960
] 1 N e T T -5.76489 3.41233 -13.86675 25.21412 -16.55538 25.75826
sp | mmmme-- ] mmmeee- 8.56396 4.19771 5.01924 9.67433 5.55517 9.80632
sk | ee-e=--- | meee--- -2.12495 1.41760 4.88814 8.45974 3.33556 8.70236
sn2 ———————————————————————————— 0.01553 0.04330 0.02036 0.04431
sp2 ———————————————————————————— 0.03419 0.08717 0.02458 0.08902
sk2 ———————————————————————————— -0.01005 0.01206 -0.00720 0.01245
fn*sn | ------- | —eee--- 0.09671 0.02911 0.07202 0.05808 0.06371 0.05959
fp*sp | ------- | ------- -0.07757 0.05853 -0.07934 0.06467 -0.07361 0.06609
fk*sk | -e----- | eeeee-- 0.00479 0.02508 0.00748 0.02551 0.00159 0.03202
fn*fp -0.06859 0.02733 | ------- | mmm---= | =mmmee= | mmmmme- -0.03142 0.02781
fn*fk 0.02478 0.02733 | ------- | mmeee-= L mmmemee L mmeme 0.00830 0.02932
fp*fk -0.01725 ©0.03555 | ------- | mmem-ee L mmmmmee L mmem e 0.00593 0.04019
R’ 0.8930 0.9110 9119 0.9130
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Table 5.2.15: Parameter estimates along with standard errorsfor remaining significant
variablesin different models(replication included) using backward elimination
procedure
Centre: Maruteru Crop- Rice Year: Rabi-1994

Parameter Standard

Model Variable Estimate Error Type II SS F Value Pr > F

I Intercept 2302.01125 134.63073 45902519 292.37 <.0001
rep -93.35333 32.35262 1307227 8.33 0.0047
fn 37.10933 3.20897 20996443 133.73 <.0001
fp 5.90616 2.87473 662714 4,22 0.0423
fk 15.90472 4.18127 2271668 14.47 0.0002
fn2 -0.09668 0.01949 3861774 24.60 <.0001
fk2 -0.10110 0.05039 631997 4.03 0.0472
fnfp -0.06608 0.02691 947064 6.03 0.0156
R’= 0.8916

II Intercept 5489.29173 657.98108 9414055 69.60 <.0001
rep -127.35869 57.37587 666453 4.93 0.0285
fk 16.23044 3.87577 2371999 17.54 <.0001
fn2 -0.15944 0.02051 8176936 60.45 <.0001
fp2 0.08340 0.03243 894804 6.62 0.0115
fk2 -0.11166 0.04699 763768 5.65 0.0192
sh -9.70584 1.99334 3206829 23.71 <.0001
sp 10.57695 3.93072 979370 7.24 0.0083
sk -1.84200 1.03681 426927 3.16 0.0784
fnsn 0.13480 0.01180 17661474 130.57 <.0001

R’= 0.9091

III Intercept 5155.17043 578.09304 10734960 79.52 <.0001
rep -127.09327 57.30428 664020 4.92 0.0286
fk 16.28110 3.87160 2387239 17.68 <.0001
fn2 -0.15864 0.02048 8102635 60.02 <.0001
fp2 0.08320 0.03240 890293 6.60 0.0116
fk2 -0.11210 0.04691 770929 5.71 0.0186
sn -9.61496 1.98522 3166574 23.46 <.0001
sp 10.52420 3.92763 969233 7.18 0.0085
sk2 -0.00269 0.00147 456130 3.38 0.0688
fnsn 0.13430 0.01174 17653392 130.77 <.0001
fpsp -0.10485 0.04733 662341 4.91 0.0288
R’= 9.9093

IV Intercept 2432.25543 151.08088 35027117 259.18 «<.0001
rep -55.57075 32.75439 389008 2.88 0.0926
fn 24.70646 4.46736 4133557 30.59 <.0001
fk 16.14938 3.87793 2343776 17.34 <.0001
fn2 -0.13325 0.01805 7361943 54.47 <.0001
fp2 0.06197 0.02763 679692 5.03 0.0269
fk2 -0.10747 0.04704 705520 5.22 0.0242
sk2 -0.00249 0.00144 405195 3.00 0.0862
fnsn 0.04997 0.01196 2359065 17.46 <.0001
fnfp -0.04288 0.02191 517433 3.83 0.0529
R’ = 0.9084
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Table5.2.16 : Estimated ridge of maximum yield
Centre: Maruteru (Hyderabad) Crop: Rice Year: 1994

Average STV* of the Site: SN=334.82 Kg; SP=54.30Kg; SK=346.37 Kg

Coded Estimated Standard Uncoded Factor Values

Radius Yield Error fn fp fk
0.0 4816.166011 92.983229 75.000000 40.000000 40.000000
0.1 4959.066187 91.659901 82.306326 40.175470 40.885936
0.2 5089.543958 90.680606 89.555785 40.296774 41.909562
0.3 5207.759986 89.907002 96.728358 40.343527 43.096714
0.4 5313.925126 89.349541 103.796470 40.284766 44.477402
0.5 5408.319691 89.151290 110.722201 40.071809 46.084588
0.6 5491.321773 89.551571 117.453557 39.625232 47.950096
0.7 5563.451148 90.820730 123.918995 38.810728 50.094093
0.8 5625.443701 93.159009 130.016843 37.397431 52.500203
0.9 5678.388127 96.555567 135.590960 35.013582 55.062034
1.0 5723.945073 100.648392 140.401762 31.243843 57.511417

* STV- Soil Test Value
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Table 5.3.1:

Parameter estimates along with standard errorsfor response surface models using different number of variables

Centre: Kalyani Crop: Rape Year: Rabi 1998
M odels I [ [11 (Y
Parameters | Parameter Standard Parameter Standard Parameters | Parameter Standard Parameter

estimates Error estimates Error estimates Error estimates

Intercept 343.80097 47.58357 -347.82375 248.56684 26.93311 995.37689 60.69267 1037.95129
fn 7.05765 2.21874 5.89325 3.71692 7.17790 3.74138 7.33274 3.83392
fp 7.43661 4.01841 9.16856 2.49668 9.81957 2.50608 10.31630 2.82640
fk 0.83494 6.89677 4.90971 4.06540 5.20279 4.05996 3.55462 5.28043
-Fn2 -0.02136 0.02343 -0.01420 0.01101 -0.01405 0.01101 -0.01817 0.01498
fpz -0.03190 0.06568 -0.05227 0.02975 -0.06192 0.03033 -0.03854 0.04326
sz -0.01210 0.12503 -0.00833 0.05724 -0.02369 0.05751 -0.03083 0.08037
[ 1 T B e 1.09830 1.16664 -1.42477 8.38998 -1.70749 8.72944
sp | mmmmme- | mmmeee- 10.66345 3.60289 33.74077 10.68614 33.90575 10.81718
sk | me==--- | meeee-- 0.79134 0.55115 -2.62186 1.98025 -2.50393 2.01267
sn2 ———————————————————————————— 0.00711 0.01628 0.00743 0.01691
sp2 ———————————————————————————— -0.45803 0.19187 -0.45556 0.19458
sk2 ———————————————————————————— 0.00617 0.00361 0.00592 0.00366
fn*sn | ------- | ------- 0.00268 0.01343 -0.00337 0.01356 -0.00324 0.01383
fp*sp |  ------ | ------ -0.07201 0.06003 -0.06024 0.06012 -0.05917 0.06106
fk*sk | ------- | —------ -0.01090 0.01175 -0.00788 0.01166 -0.00824 0.01179
fn*fp -0.00809 0.05089 | ------- | mmemme-- L mmmmeee L e e -0.01777 0.03280
fn*fk 0.04193 0.09729 | ------- | mmeeme--= L mmmmeee L e 0.04960 0.06227
fp*fk -0.03853 0.09600 | @ ------- | =me==--= | mmmee-= | mmmmme- -0.04493 0.06236
R’ 0.6674 0.8702 0.8776 0.8789

98




Table5.3.2: Parameter estimates along with standard errorsfor remaining significant
variablesin different models using backward elimination procedure

Centre: Kalyani  Crop: Rape Year: Rabi 1998
Parameter Standard

Model Variable Estimates Error Type II SS F Value Pr > F

I Intercept 351.09283 42.76633 4253061 67.40 <.0001
fn 5.40743 0.70910 3669728 58.15 <.0001
fp 9.18525 3.03397 578393 9.17 0.0031
fp2 -0.07132 0.03998 200863 3.18 0.0772
R2 = 0.6608

Il Intercept -398.74846 163.24555 157672 5.97 0.0162
fn 5.34067 0.46114 3544530 134.13 <.0001
fp 11.63473 2.12843 789652 29.88 <.0001
fp2 -0.07738 0.02615 231483 8.76 0.0038
sn 1.77373 0.73593 153512 5.81 0.0177
sp 14.08767 2.46787 861143 32.59 <.0001
fpsp -0.08948 0.04431 107767 4.08 0.0460
R2 = 0.8619

III Intercept -149.03267 66.58413 130669 5.01 0.0273
fn 5.16203 0.45745 3321205 127.33 <.0001
fp 11.61397 2.11353 787583 30.20 <.0001
fp2 -0.07227 0.02577 205096 7.86 0.0060
sp 32.90673 5.81538 835151 32.02 <.0001
sp2 -0.31151 0.11553 189618 7.27 0.0082
fpsp -0.10374 0.04343 148837 5.71 0.0187
R2 = 0.8637

Iv Intercept -149.03267 66.58413 130669 5.01 0.0273
fn 5.16203 0.45745 3321205 127.33 <.0001
fp 11.61397 2.11353 787583 30.20 <.0001
fp2 -0.07227 0.02577 205096 7.86 0.0060
sp 32.90673 5.81538 835151 32.02 <.0001
sp2 -0.31151 0.11553 189618 7.27 0.0082
fpsp -0.10374 0.04343 148837 5.71 0.0187
R2 = 0.8637

99



Table5.3.3: Parameter estimates along with standard errorsfor response surface models using different number of

Variables (modelsincludereplication)

Centre: Kalyani  Crop: Rape Year: Rabi 1998

Models I [ [11 v
Parameters | Parameter Standard Parameter Standard Parameters | Parameter Standard Parameter

estimates Error estimates Error estimates Error estimates
Intercept -79.98630 45.89924 -312.46419 245.82168 60.62145 993.93133 121.96456 1037.32088
Replication 169.19298 13.77231 165.60829 85.17398 114.62808 98.26403 116.61069 100.22594
fn 6.93728 1.41184 6.17856 3.66874 6.92234 3.74079 7.16608 3.82933
fp 8.15385 2.55761 8.93886 2.46517 9.66445 2.50492 10.33922 2.82111
fk -0.10652 4.38914 4.48692 4.01538 4.91059 4.06009 2.80735 5.30941
-Fn2 -0.02057 0.01491 -0.01429 0.01086 -0.01369 0.01100 -0.01846 0.01495
-Fp2 -0.02649 0.04179 -0.05017 0.02936 -0.06045 0.03029 -0.03710 0.04320
i3 -0.01542 0.07956 -0.00741 0.05645 -0.02070 0.05746 -0.03557 0.08032
sh | eeeeee | e 9.96573 1.15261 -1.51117 8.37459 -2.03143 8.71734
sp | === mmmses 3.96929 4.94769 22.75775 14.22710 22.65144 14.49603
sk | eeeee- ] e -9.38990 0.81520 -3.04905 2.01018 -2.93727 2.04309
Y S T BT T Nyt I 0.00704 0.01625 0.00786 0.01688
sp2 -------------------- -0.34689 0.21391 -0.34298 0.21698
sk2 ------------------ 0.00568 0.00363 0.00544 0.00368
fn*spn | """ | TTTTT 0.00199 0.01325 -0.00202 0.01358 -0.00189 0.01385
fp*sp | """ | TTTTTT -0.06878 0.05923 -0.05970 0.06001 -0.05833 0.06095
fk*sk | """ | TTTTTT -0.00889 0.01163 -0.00728 0.01165 -0.00760 0.01178
fn*fp -0.01838 0.03239 | .- | ae----- | Lol -0.02081 0.03284
fn*fk 0.05897 0.06192 | ------- | a------ 1 alloo L e 0.05518 0.06234
fp*fk -0.04761 @.06109 | ------ | ------ | aaeien | e -0.03832 0.06250
R’ 0.8667 0.8750 0.8794 0.8807
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Table5.3.4: Parameter estimates along with standard errorsfor remaining significant
variablesin different models(replication included) using backward elimination

Model

II

III

Iv

procedure
Centre: Kalyani

Variable

Intercept
rep

fn

fp

fn2

fp2

fnfk

R2 = 0.8653

Intercept
rep

fn

fp

fp2

fpsp

R2 = 0.8660

Intercept
fn

fp

fp2

sp

sp2

fpsp

R2 = 0.8637

Intercept
fn

fp

fp2

sp

sp2

fpsp

R2 = 0.8637

Parameter
Estimates

-146.
198.
5.

11.

-0.

-0.

-149.

5.
11.
-0.
32.
-0.
-0.

-149.

5.
11.
-0.
32.
-0.
-0.

Crop: Rape Year: Rabi 1998

-76.45960
168.90123
6.
7.
-0.
-0.
Q.

95271
95343
01966
05393
02132

77631
62906
39013
13507
07069
08846

03267
16203
61397
07227
90673
31151
10374

03267
16203
61397
07227
90673
31151
10374

Standard

Error

44.39470
3.56883
1.23839
2.08385
0.01167
0.02795
0.01217

55.22253
19.08184
0.45055
2.06996
0.02540
0.04050

.58413
.45745
.11353
.02577
.81538
.11553
.04343

O OUIONOO

.58413
.45745
.11353
.02577
.81538
.11553
.04343

OO UIONOO
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Type II SS

76431
3992523
812193
375356
73158
95934
79136

179377
2751273
3634120

734765

196766

121106

130669
3321205
787583
205096
835151
189618
148837

130669
3321205
787583
205096
835151
189618
148837

F Value

2.
154.
31.
14.
2.
3.
.07

3

28

32

32

97
95
52
57
84
72

.06
108.
143.
.94
.75
.77

35
12

.01
127.

30.
.86
.02
.27
.71

33
20

.01
127.

30.
.86
.02
.27
.71

33
20

Pr > F

OO AOAAD OO AAAD

OO ANOAAND

OO OOAAD

.0880
.0001

0001

.0002
.0950
.0564
.0826

.0091
.0001
.0001
.0001
.0064
.0312

.0273
.0001
.0001
.0060
.0001
.0082
.0187

.0273
.0001
.0001
.0060
.0001
.0082
.0187



Table 5.3.5: Estimated ridge of maximum yield
Centre: Kalyani Crop: Rape Year: Rabi 1998

Coded Estimated

Radiu Yield

[}

959

P OOOOOOOOO®
QuUVWooNOOTUVPA,WNRO

.091901

992.
1024.
1055.
1084.
1112.
1139.
1165.
1190.
1214.
1238.

574239
629643
305767
661400
768842
716224
609186
571136
741192
269388

* STV- Soil Test Value

Standard

Error

40.
39.
39.
38.
37.
36.
36.
36.
37.
40.
44,

222034
796506
181230
377886
475157
649472
163232
348545
564163
130065
272421

fn

62.
68.
73.
79.
85.
90.
96.
102.
107.
.411014
118.

113

102

Uncoded Factor Values

500000
169518
854284
552343
259027
965644
658036
315456
910513

783902

37.

39

40.
41.

43

44.
45.
45.
46.
46.
46.

fp

500000
.012873
457513
814449
.060089
166779
103711
839161
344265
597832
590747

25

25

26

Average STV* of the Site: SN=252.88 Kg; SP=21.39Kg; SK=237.06 Kg

fk

.000000
25.
.696658
26.
.839687
27.
28.
29.
30.
32.
34.

299687

204873

617132
552517
658254
941106
399600
022746



Table5.4.1: Parameter estimates along with standard errorsfor response surface models using different number of variables

Centre: Coimbatore Crop: Onion Year: Kharif 1998

M odels [ [11 AV
Parameters | Parameter Standard Parameter Standard Parameter Standard Parameter Standard

estimates Error estimates Error estimates Error estimates Error
Intercept 9671.87137 332.42879 221.64644 3361.13837 -32874.000 20684 -35431.0000 20460.000
fn 89.78812 21.90000 144 .44157 44 .61604 144.20536 44 .,70592 161.83035 45.03223
fp 35.54210 26.74540 50.54445 17.54069 48.72301 17.32145 9.86097 24.48064
fk 41.78605 28.96532 30.27220 53.80214 34.21688 54.50805 59.25698 55.52279
-Fn2 -0.51638 0.30968 -0.22709 0.08876 -0.25863 0.08868 -0.60592 0.26810
-Fp2 -0.76869 0.25968 -0.48976 0.15081 -0.47696 0.14883 -0.83662 0.22030
sz -0.10443 0.50258 -0.15826 0.31041 -0.18399 0.30637 -0.07936 0.42892
[ T T BT 38.96059 21.51933 277.30729 195.31711 258.79753 193.18736
sp | mmmmemmee | mmmmeee- -17.93141 34.03324 -45.92910 95.54974 -67.72576 94.94738
sk | memmmmeeee | e 5.88459 10.06137 69.56207 80.26440 102.36337 80.83089
L £ S [y O [ -0.59002 0.45479 -0.54364 0.44968
sp2 ———————————————————————————————— 0.33277 1.20005 0.47418 1.19523
sk2 —————————————————————————————————— -0.09830 0.13970 -0.15246 0.14066
fn*sn 0 |  c-------- | mmeee-o- -0.33947 0.19956 -0.31435 0.19979 -0.27975 0.19984
fp*sp | -------- | mmeee--- 0.54724 0.33650 0.55810 0.33350 0.53653 0.33093
fk*sk | —e------ | mmeme-- -0.01256 0.18603 -0.02164 0.18927 -0.03758 0.18744
fn*fp 0.72290 0.49678 | -----=-== | mmmmm-e-- L mmmmmmmme e e 0.87803 0.42598
fn*fk -0.20525 0.52386 | -------- | mmmm---= L mmmmemee L mmmm e m -0.34725 0.44406
fp*fk -0.02342 0.42628 | -------- | mem=m---= | mmememee= | mmmemee- 0.00782 0.36033
R? 0.8248 0.8757 0.8839 0.8912
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Table 5.4.2: Parameter estimates along with standard errorsfor remaining significant
variablesin different models using backward elimination procedure

Centre: Coimbatore Crop: Onion Year: Kharif 1998

Parameter Standard
Model Variable Estimates Error Type II SS F Value Pr > F
I Intercept 2404.76465 46.31781 215894182 2695.56 <.0001
fn 8.90327 3.75365 450592 5.63 0.0195
fp 8.75776 1.48434 2788125 34.81 <.0001
fk 6.03265 2.60169 430622 5.38 0.0223
fn2 0.12365 0.04856 519289 6.48 ©0.0123
R’= 0.8868
II Intercept 1255.16960 2103.54181 488280 0.36 ©0.5523
fn 148.26011 37.88252 21005697 15.32 ©0.0002
fp 51.00616 16.64173 12882920 9.39 0.0029
fk 17.19944 7.14902 7937828 5.79 0.0183
fn2 -0.22331 0.08503 9460078 6.90 0.0102
fp2 -0.49031 0.14732 15191424 11.08 ©0.0013
sh 39.17665 9.66233 22545341 16.44 0.0001
fnsn -0.35765 0.16654 6324484 4.61 0.0345
fpsp 0.51435 0.29147 4270614 3.11 ©0.0811
R’= 0.8746
III Intercept -21483 11753 4435984 3.34 0.0710
fn 154.31179 37.40121 22601281 17.02 <.0001
fp 48.17629 16.43770 11404875 8.59 0.0043
fk 16.80601 7.03708 7572701 5.70 0.0191
fn2 -0.23905 0.08404 10742272 8.09 0.0056
fp2 -0.48405 0.14499 14798744 11.15 0.0012
sh 255.65397 110.55564 7099855 5.35 0.0231
sn2 -0.50938 0.25918 5128529 3.86 0.0526
fnsn -0.37113 0.16401 6798242 5.12 0.0262
fpsp 0.57020 0.28820 5197363 3.91 0.0511
R’= 0.8800
v Intercept -21962 11626 4651011 3.57 0.0622
fn 189.85173 33.61970 41560768 31.89 <.0001
fk 19.00104 6.85704 10007440 7.68 0.0068
fn2 -0.72569 0.15107 30073535 23.08 <.0001
fp2 -0.76837 0.20998 17451515 13.39 0.0004
sn 260.13379 109.35922 7374371 5.66 ©0.0196
sn2 -0.52042 0.25638 5370212 4.12 0.0455
fnsn -0.37277 0.16077 7006602 5.38 ©0.0228
fpsp 0.60763 0.27293 6459983 4.96 0.0286
fnfp 0.88631 0.27533 13505475 10.36 0.0018
R’=0.8822
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Table5.4.3: Parameter estimates along with standard errorsfor response surface models using different number of

Variables (modelsincludereplication)

Centre: Coimbatore Crop: Onion Year: Kharif 1998

M odels [ [11 AV
Parameters | Parameter Standard Parameter Standard Parameters | Parameter Standard Parameter
estimates Error estimates Error estimates Error estimates
Intercept 8147.71512 395.86434 -930.73821 4260.01240 -32733 20826 -35172.000 20523.000
Replication 609.66250 109.40949 -291.92041 657.65775 -128.72182 744.92301 -578.00296 777 .95215
fn 89.78812 18.85254 149.13182 46.06179 146.39335 46.72774 172.29671 47 .30975
fp 35.54210 23.02368 50.36217 17.63094 48.72836 17.42747 6.76850 24.90247
fk 41.78605 24.93469 25.47247 55.13504 31.04413 57.83359 48.64010 57.48924
-Fn2 -0.51638 0.26659 -0.23127 0.08969 -0.26029 0.08974 -0.60928 0.26892
-Fp2 -0.76869 0.22355 -0.48631 0.15174 -0.47618 0.14981 -0.85312 0.22205
sz -0.10443 0.43264 -0.16414 0.31220 -0.18522 0.30833 -0.01901 0.43777
[ T T B 42.42323 22.98823 282.31779 198.64001 280.54614 195.95054
sp | mmmem=ee | mmmmee- -8.01231 40.85265 -37.44050 107.95836 -32.37659 106.44897
sk | mme=ee-- | eeeee-- 8.91511 12.19971 63.13070 88.91962 77 .04402 87.93853
sn2 ———————————————————————————— -0.59836 0.46011 -0.57903 0.45350
sp2 ———————————————————————————— 0.28512 1.23847 0.30103 1.22117
sk2 ---------------------------- -0.08466 0.16120 -0.09767 0.15918
fn*sn | e------ | meee--- -0.35990 0.20575 -0.32381 0.20832 -0.32509 0.20951
fp*sp | ------- | meee--- 0.53817 0.33875 0.55149 0.33771 0.51126 0.33364
fk*sk | —------ | emeeeee- 0.00793 0.19255 -0.00873 0.20457 0.02160 0.20416
fn*fp 0.72290 0.42765 | ------- | mmeme--- L mmmeeee L mme e 0.93324 0.43363
fn*fk -0.20525 0.45097 |  ------- | mme-e--- mmmeeee L mmme e -0.44338 0.46377
fp*fk -0.02342 0.36696 | @ ------- | ==--e-= | eeeeee= | mmeeme- 0.00059366 0.36152
R’ 0.8717 0.8760 0.8839 0.8920
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Table5.4.4: Parameter estimates along with standard errorsfor remaining significant
variablesin different models(replication included) using backward elimination

Model

I

II

III

Iv

procedure

Centre: Coimbatore Crop: Onion Year: Kharif 1998

Variable

Intercept
rep

fn

fp

fk

fn2

fk2

R’= 0.9874

Intercept

fn

fp

fk

fn2

fp2

sn

fnsn

fpsp

R’= 0.8746

Intercept

fn

fp

fk

fn2

fp2

sn

sn2

fnsn

fpsp

R’=0.8800

Intercept

fn

fk

fn2

fp2

sn

sn2

fnsn

fpsp

fnfp
R’=0.8822

Parameter
Estimates

1829.54647

228.06071
7.84231
8.73036

10.68243
0.13632
-0.11698

1255.16960

148.26011
51.00616
17.19944
-0.22331
-0.49031
39.17665
-0.35765

0.51435

-21483
154.31179
48.17629
16.80601
-0.23905
-0.48405
255.65397
-0.50938
-0.37113
0.57020

-21962
189.85173
19.00104
-0.72569
-0.76837
260.13379
-0.52042
-0.37277
0.60763
0.88631

Standard

OO NOFR VUL

2103.
.88252
.64173
.14902
.08503
.14732
.66233
.16654
.29147

OO UVLOONOO

37.
16.
.03708
.08404
.14499
110.
.25918
.16401
.28820

(OO

(WO

[CI ORI GRE]

Error

.19511
.19581
.54195
.57085
.58167
.01976
.05988

54181

11753
40121
43770

55564

11626

.61970
.85704
.15107
.20998
109.
.25638
.16077
.27293
.27533

35922
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Type II SS

46491594
7281637
306237
2769038
202697
563203
45187

488280
21005697
12882920

7937828
9460078
15191424
22545341
6324484
4270614

4435984
22601281
11404875

7572701
10742272
14798744

7099855

5128529

6798242

5197363

4651011
41560768
10007440
30073535
17451515

7374371

5370212

7006602

6459983
13505475

F Value Pr

3927
615

25.

233

17.
a47.
3.

Q.
15.
9.
5.
6.
11.
16.
4.
3.

WUl wWwul k00Ul 00N W

.05
.07
87
.90
12
57
82

36
32
39
79
90
08
44
61
11

.34
.02
.59
.70
.09
.15
.35
.86
.12
.91

.57
.89
.68
.08
.39
.66
.12
.38
.96
.36

O A AAAANA

O OO0 OOOOAD® OO0

OCOO0OOOOANOAQ

> F

.0001
.0001
.0001
.0001
.0001
.0001
.0534

.5523
.0002
.0029
.0183
.0102
.0013
.0001
.0345
.0811

.0710
.0001
.0043
.0191
.0056
.0012
.0231
.0526
.0262
.0511

.0622
.0001
.0068
.0001
.0004
.0196
.0455
.0228
.0286
.0018



Table5.4.5: Estimated ridge of maximum yield

Centre: Coimbatore Crop: Onion Year: Kharif 1998

Average STV* of the Site: SN=216.01Kg; SP= 32.39 Kg; SK= 270.15Kg

Coded Estimated
Radius Response
0.0 16012
0.1 16342
0.2 16638
0.3 16904
0.4 17142
0.5 17358
0.6 17551
0.7 17724
0.8 17879
0.9 18015
1.0 18134

* STV- Soil Test Value

310.
317.
320.
319.
315.
309.
303.
298.
296.
298.
305.

Standard
Error

533314
470890
626028
532193
310475
445952
394669
554359
323437
127011
374024

fn

60.
65.
71.
76.
82.
87.
92.
96.
101.
105.
110.
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Uncoded Factor Values

000000
804823
458712
916227
163855
211786
082417
801937
395931
887805
298817

45

45.
46.
48.
50.
53.
55.
58.
61.
64.
67.

fp

. 000000
633220
838119
536876
631653
029752
655395
451323
375986
399877
502470

30.
30.
31.
.974977
32.
33.
34.
34.
35.
.942082
36.

31

35

fk
000000
630712
293382

663661
350114
027225
689074
329751

515969



Table 55.1:

Parameter estimates along with standard errorsfor response surface models using different number of variables

Centre: Hisar Crop: Wheat Year: Rabi-1993-94

M odels I [ [11 (Y
Parameters | Parameter Standard Parameter Standard Parameter Standard Parameter Standard

estimates Error estimates Error estimates Error estimates Error
Intercept 2439.64385 58.08713 648.23376 156.50099 -363.83481 717.10385 -377.17101 726.25693
fn 32.02411 2.32920 33.89944 1.73260 33.91798 1.76944 34.96536 1.99931
fp 21.33543 6.34733 28.76400 2.48277 28.91607 2.53137 27.44319 3.35095
fk 1.37267 6.71666 0.95261 4.21942 0.98006 4.23378 0.95432 4.52462
-Fn2 -0.09936 0.01751 -0.08433 0.00402 -0.08286 0.00417 -0.09211 0.00831
-Fp2 -0.21262 0.08671 -0.15534 0.02098 -0.15906 0.02146 -0.18758 0.04081
sz -0.05730 0.12895 -0.03960 0.04081 -0.04910 0.04144 -0.06449 0.06052
sn | me=--= | =eee-- 7.51056 1.63404 22.31978 10.17250 22.08820 10.33625
sp | mm=e=e- | === 29.00744 4.12444 13.69272 12.58847 14.02952 12.79377
[ S e 0.51785 0.25295 0.94089 1.17575 1.11229 1.18991
sn2 ———————————————————————— -0.04786 0.03253 -0.04654 0.03303
sp2 ———————————————————————— 0.29985 0.29291 0.27621 0.29653
sk2 ———————————————————————— -0.00051974 0.00148 -0.00075248 0.00150
fn*sn | ------ | ------ -0.02231 0.01162 -0.02439 0.01198 -0.02569 0.01210
fp*sp | ------ | ------ -0.32602 0.07407 -0.31740 0.07523 -0.31121 0.07596
fk*sk | ------ | —-=--- 0.00193 0.01031 0.00281 0.01041 0.00349 0.01051
fn*fp 0.04813 0.07706 |  ---=---= | mm==== | meeee= L emme e 0.02993 0.03605
fn*fk 0.00163 0.07438 | ------ | m===== | memee= L mmme e 0.00321 0.03493
fp*fk 0.02479 9.10656 | @ ------ | ==-=-= | ===-== | mmmee 0.00415 0.04791
R? 0.9456 0.9889 0.9892 0.9894
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Table 5.5.2: Parameter estimates along with standard errorsfor remaining significant
variablesin different models using backward elimination procedure

Centre: Hisar Crop: Wheat Year: Rabi-1993-94

Parameter Standard

Model Variable Estimates Error Type II SS F Value Pr > F
I Intercept 2433.89778 56.20241 239239611 1875.40 <.0001
fn 30.60213 1.65781 43468110 340.75 <.0001
fp 23.55276 3.76863 4982587 39.06 <.0001
fn2 -0.08489 0.00842 12972419 101.69 <.0001
fp2 -0.16425 0.04116 2031084 15.92 0.0001

R* = 0.9451
II Intercept 659.92883 154.66163 495937 18.21 <.0001
fn 33.97010 1.70399 10825703 397.43 <.0001
fp 28.48057 2.19811 4572957 167.88 <.0001
fn2 -0.08501 0.00391 12883070 472.96 <.0001
fp2 -0.15513 0.01914 1789668 65.70 <.0001
sh 7.34116 1.59902 574145 21.08 <.0001
sp 29.25642 4.07550 1403714 51.53 <.0001
sk 0.54214 0.22154 163119 5.99 0.0160
fnsn -0.02214 0.01136 103428 3.80 0.0539
fpsp -0.32079 0.07016 569449 20.91 <.0001

R’ = 0.9888
III Intercept 659.92883 154.66163 495937 18.21 <.0001
fn 33.97010 1.70399 10825703 397.43 <.0001
fp 28.48057 2.19811 4572957 167.88 <.0001
fn2 -0.08501 0.00391 12883070 472.96 <.0001
fp2 -0.15513 0.01914 1789668 65.70 <.0001
sh 7.34116 1.59902 574145 21.08 <.0001
sp 29.25642 4.07550 1403714 51.53 <.0001
sk 0.54214 0.22154 163119 5.99 0.0160
fnsn -0.02214 0.01136 103428 3.80 0.0539
fpsp -0.32079 0.07016 569449 20.91 <.0001

R> = 0.9888
IV Intercept 659.92883 154.66163 495937 18.21 <.0001
fn 33.97010 1.70399 10825703 397.43 <.0001
fp 28.48057 2.19811 4572957 167.88 <.0001
fn2 -0.08501 0.00391 12883070 472.96 <.0001
fp2 -0.15513 0.01914 1789668 65.70 <.0001
sh 7.34116 1.59902 574145 21.08 <.0001
sp 29.25642 4.07550 1403714 51.53 <.0001
sk 0.54214 0.22154 163119 5.99 0.0160
fnsn -0.02214 0.01136 103428 3.80 0.0539
fpsp -0.32079 0.07016 569449 20.91 <.0001

R’ = 0.9888
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Table5.5.3: Parameter estimates along with standard errorsfor response surface models using different number of

Variables (modelsincludereplication)

Centre: Hisar Crop: Wheat Year: Rabi-1993-94

M odels I [ [11 v
Parameters | Parameter Standard Parameter Standard Parameters | Parameter Standard Parameter

estimates Error estimates Error estimates Error estimates
Intercept 1765.67718 47 .24937 1074.95414 143.35722 985.04757 633.60528 1036.96075 633.12061
Replication 269.58667 14.87930 222.00872 31.58863 222.80781 33.17738 229.49825 33.04496
fn 32.02411 1.16823 34.57588 72.04672 34.49341 1.48525 36.01041 1.65717
fp 21.33543 3.18355 28.44670 61.82094 28.25399 2.12355 26.46565 2.76960
fk 1.37267 3.36879 3.80571 105.74216 3.82846 3.57313 3.64407 3.75485
fn? -0.09936 0.00878 -9.08548 8.35024 -9.08519 9.00351 -0.09763 0.00690
fp? -0.21262 0.04349 -9.15747 15.67407 -0.15600 9.01799 -9.19759 0.03372
-sz -0.05730 0.06468 -0.02770 30.51447 -0.02776 0.03487 -0.05913 0.04996
sn | ===-= | ====- 3.72360 1.45906 6.00725 8.86378 4.68582 8.89233
sp | === | = 13.03545 4.10827 13.73398 10.54902 14.80402 10.56113
sk | ee--- | -e--- 0.09080 0.21852 -0.33924 1.00353 -0.13062 0.99837
sn2 ———————————————————— -0.00774 0.02791 -0.00312 0.02797
sp2 ———————————————————— -0.02771 0.25025 -0.07960 0.25007
Y < O o .00055900 9.00125 0.00025003 0.00125
fn*sn | ---e- | —a--- -0.02758 0.48360 -0.02739 0.01005 -0.02944 0.01001
fp*sp | ---=- | a--e- -9.27583 1.85640 -9.27248 0.06340 -0.26080 0.06312
fk*sk | e--e- | —a--- -0.00761 9.25999 -0.00747 0.00885 -0.00721 0.00881
fn*fp 0.04813 0.03865 | - | aeeee L aeeeo | e 0.03831 0.02978
fn*fk 0.00163 ©.03731 | ----= | === eme== L e 0.00358 0.02883
fp*fk 0.02479 ©.05044 |  ----- | ===== | ee=== L emee- 0.02428 0.03965
R® 0.9864 0.9924 0.9925 0.9928
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Table 5.5.4: Parameter estimates along with standard errorsfor remaining significant
variablesin different models(replication included) using backward elimination
procedure
Centre: Hisar Crop: Wheat Year: Rabi-1993-94

Parameter Standard
Variable Estimate Error Type II SS F Value Pr > F
I Intercept 1767.48275 46.53037 46674873 1442.90 <.0001
rep 269.58667 14.68511 10901546 337.01 <.0001
fn 31.89192 1.08244 28080065 868.07 <.0001
fp 21.28940 2.25021 2895524 89.51 <.0001
fn2 -0.09841 0.00837 4468575 138.14 <.0001
fp2 -0.20752 0.03105 1445148 44 .68 <.0001
fnfp 0.04738 0.02531 113346 3.50 0.0638
R’ = 0.9863
II Intercept 1084.10409 140.40827 1109357 59.62 <.0001
rep 220.19862 28.47884 1112499 59.78 <.0001
fn 34.78862 1.40415 11422530 613.83 <.0001
fp 28.88367 1.81504 4712449 253.24 <.0001
fn2 -0.08549 0.00323 13022955 699.83 <.0001
fp2 -0.16006 0.01582 1904439 102.34 <.0001
sn 3.85922 1.38486 144511 7.77 ©.0063
sp 13.51415 3.99630 212802 11.44 0©0.0010
fnsn -0.02906 0.00936 179433 9.64 0.0024
fpsp -0.29208 0.05809 470369 25.28 <.0001
R’ = 0.9923
III Intercept 1084 .10409 140.40827 1109357 59.62 <.0001
rep 220.19862 28.47884 1112499 59.78 <.0001
fn 34.78862 1.40415 11422530 613.83 <.0001
fp 28.88367 1.81504 4712449 253.24 <.0001
fn2 -0.08549 0.00323 13022955 699.83 <.0001
fp2 -0.16006 0.01582 1904439 102.34 <.0001
sn 3.85922 1.38486 144511 7.77 ©0.0063
sp 13.51415 3.99630 212802 11.44 0©.0010
fnsn -0.02906 0.00936 179433 9.64 0.0024
fpsp -0.29208 0.05809 470369 25.28 <.0001
R’ = 0.9923
Iv Intercept 1098.06797 138.48378 1135455 62.87 <.0001
rep 224.,92344 28.14704 1153223 63.86 <.0001
fn 35.99033 1.49864 10415684 576.74 <.0001
fp 26.86803 2.03285 3154788 174.69 <.0001
fn2 -0.09680 0.00629 4277551 236.86 <.0001
fp2 -0.19652 0.02343 1270406 70.34 <.0001
sn 3.82432 1.36438 141888 7.86 0.0060
sp 12.78537 3.95241 188978 10.46 0.0016
fnsn -0.03002 0.00923 191043 10.58 0.0015
fpsp -0.28379 0.05737 441933 24.47 <.0001
fnfp 0.03965 0.01902 78449 4,34 0.0395
R’ = 9.9926
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Table: 555 Estimated ridge of maximum yield
Centre: Hisar Crop: Wheat Year: Rabi-1993-94

Average STV* of the Site: SN=137.70Kg; SP:=20.27 Kg; SK=331.67Kg

Coded Estimated Standard Uncoded Factor Values

Radius Yield Error fn fp fk

0.0 5401.438046 48.958948 100.000000 45.000000 30.000000
0.1 5541.459641 49.458616 109.681823 46.121442 29.931752
0.2 5664.193615 49.675660 119.194678 47.517234 29.843218
0.3 5770.091672 49.680028 128.477221 49.226726 29.727582
0.4 5859.703752 49.640775 137.455329 51.285349 29.574792
0.5 5933.681962 49.776325 146.046431 53.717754 29.369190
0.6 5992.772459 50.311884 154.168179 56.529955 29.084374
0.7 6037.793964 51.458929 161.748949 59.702232 28.670758
0.8 6069.611599 53.448771 168.731725 63.181600 28.021306
0.9 6089.140597 56.707448 175.045837 66.854655 26.861083
1.0 6097.528577 62.536906 180.420476 70.381790 24.378396

* STV- Soil Test Value
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Table 5.5.6 : Parameter estimates along with standard errorsfor response surface models using different number of variables

Centre: Hisar

Crop: Wheat Year: Rabi-1995-96

M odels I [ [11 AV
Parameters | Parameter Standard Parameter Standard Parameter Standard Parameter Standard

estimates Error estimates Error estimates Error estimates Error
Intercept 2609.20927 61.44498 550.70568 340.99890 -861.08405 1459.85183 -615.34151 1459.73674
fn 22.20269 2.46384 25.15121 3.84737 24.50073 3.99011 26.74772 4.35697
fp 9.78231 6.71425 17.83929 5.00121 18.01759 5.06157 13.06778 6.71118
fk -0.54060 7.10493 3.04739 8.36058 3.27001 8.48048 5.45507 9.04856
-Fn2 -0.08527 0.01852 -0.05231 0.00733 -0.05218 0.00741 -0.07907 0.01524
-Fp2 -0.17625 0.09172 -0.10057 0.03915 -0.09910 0.04016 -0.17294 0.07361
sz -0.03918 0.13641 0.00344 0.07452 0.00384 0.07571 -0.01996 0.10892
sn | me=--= | meeee- 9.42531 3.00847 23.35858 17.31709 22.41667 17.32096
sp | mm=e=e- | === 9.93505 9.57965 3.31233 25.67774 12.85430 25.91846
sk | -e---= | -e=--- 1.84231 0.64425 5.05444 4.90218 3.97383 4.90026
sn2 ———————————————————————— -0.05196 0.06462 -0.05325 0.06472
sp2 ———————————————————————— 0.22854 0.66603 0.02686 0.66868
sk2 ———————————————————————— -0.00458 0.00698 -0.00296 0.00698
fn*sn |  ------ | a----- -0.04917 0.02672 | ----=-- | m=ee-- -0.04285 0.02815
fp*sp | ------ | ------ -0.18351 0.19183 | @ ------ | m==e-- -0.18754 0.19651
fk*sk | ------ | —-e--- -0.00995 0.01964 | @ ------ | s-==-- -0.01382 0.01982
fn*fp 0.09168 ©.08152 |  ------ | ------ -0.04504 0.02779 0.09043 0.06645
fn*fk 0.02115 0.07868 | @ ------ | ==--=- -0.19183 0.19552 0.00669 0.06356
fp*fk -0.00400 0.10637 | @ ------ |  ==--=- -0.01114 0.01988 -0.01352 0.08639
R? 0.8566 0.9133 0.9141 0.9178
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Table5.5.7. Parameter estimatesalong with standard errorsfor remaining significant
variablesin different models using backward elimination procedure

Centre: Hisar Crop: Wheat Year: Rabi-1995-96

Parameter Standard
Models Variable Estimate Error Type II SS F Value Pr > F
I Intercept 2608.67908 60.04529 269360370 1887.48 <.0001
fn 22.35977 2.27356 13802931 96.72 <.0001
fp 8.57187 4.72634 469409 3.29 0.0724
fn2 -0.08610 0.01759 3420667 23.97 <.0001
fp2 -0.18764 0.06521 1181501 8.28 0.0048
fnfp 0.10662 0.05316 574060 4.02 0.0473
R® = 0.8564
II Intercept 400.48579 286.12311 175001 1.96 0.1644
fn 27.78781 2.98121 7760574 86.88 <.0001
fp 15.28842 3.16018 2090612 23.40 <.0001
fn2 -0.05208 0.00710 4809284 53.84 <.0001
fp2 -0.10401 0.03453 810581 9.07 0.0032
sh 11.90713 2.28767 2419900 27.09 <.0001
sk 1.74286 0.44865 1347992 15.09 0.0002
fnsn -0.06936 0.01971 1106494 12.39 0.0006
R’= 0.9117
III Intercept 400.48579 286.12311 175001 1.96 0.1644
fn 27.78781 2.98121 7760574 86.88 <.0001
fp 15.28842 3.16018 2090612 23.40 <.0001
fn2 -0.05208 0.00710 4809284 53.84 <.0001
fp2 -0.10401 0.03453 810581 9.07 0.0032
sh 11.90713 2.28767 2419900 27.09 <.0001
sk 1.74286 0.44865 1347992 15.09 0.0002
fnsn -0.06936 0.01971 1106494 12.39 0.0006
R’= 0.9117
IV Intercept 463.22853 283.73028 231422 2.67 0.1054
fn 29.99271 3.12858 7979251 91.90 <.0001
fp 11.13683 3.71242 781329 9.00 0.0033
fn2 -0.07687 0.01394 2641525 30.42 <.0001
fp2 -0.18225 0.05105 1106551 12.75 0.0005
sh 11.34111 2.27212 2163090 24.91 <.0001
sk 1.81951 0.44388 1458806 16.80 <.0001
fnsn -0.06798 0.01944 1061799 12.23 0.0007
fnfp 0.08610 0.04187 367199 4.23 0.0421
R’= 0.9150
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Table5.5.8: Parameter estimates along with standard errorsfor response surface models using different number of

Variables (modelsincludereplication)

Centre: Hisar Crop: Wheat Year: Rabi-1995-96

M odels I [ [11 (Y
Parameters | Parameter Standard Parameter Standard Parameters | Parameter Standard Parameter
estimates Error estimates Error estimates Error estimates

Intercept 2106.21760 79.22432 1080.12197 384.55986 558.91430 1444 .90592 721.66312 1443.80168
Replication 201.19667 24.94852 199.80134 73.68695 329.77353 94.22274 319.20895 93.99047
fn 22.20269 1.95880 26.23035 3.75914 27.27608 3.87243 29.17069 4.20705
fp 9.78231 5.33795 17.73758 4.85921 18.43925 4.80971 13.77184 6.38976
fk -0.54060 5.64855 3.46033 8.12437 1.75336 8.06761 3.99082 8.62145
-Fn2 -0.08527 0.01472 -0.05527 0.00720 -0.05762 0.00721 -0.08168 0.01452
-Fp2 -0.17625 0.07292 -0.09970 0.03804 -0.09801 0.03815 -0.16245 0.07012
sz -0.03918 0.10845 -0.00986 0.07257 0.00519 0.07192 -0.00661 0.10372
] 1 T R e T 6.34353 3.13615 11.10272 16.81881 10.93101 16.82610
sp | mmeee- | mmmee- -4.98806 10.81283 -78.06065 33.69782 -66.99108 34.07426
sk | =e=--= | === 0.68705 0.75718 4.76924 4.65750 3.77766 4.66347
sn2 ———————————————————————— -0.02025 0.06205 -0.02357 0.06220
sp2 ———————————————————————— 1.75030 0.76769 1.52309 0.77395
sk2 ———————————————————————— -0.00681 0.00666 -0.00523 0.00668
fn*sn | ------ | a----- -0.05216 0.02598 -0.05633 0.02660 -0.05394 0.02698
fp*sp | ------ | ------ -0.16726 0.18647 -0.19373 0.18574 -0.19194 0.18700
fk*sk | ------ | e-ee-- -0.00991 0.01908 -0.00867 0.01889 -0.01096 0.01888
fn*fp 0.09168 0.06481 | @ ------ | m===-= | meee=- L mmmees 0.08329 0.06327
fn*fk 0.02115 0.06255 |  ------ | ==e=-= | eeeeee | mmmees 0.00511 0.06048
fp*fk -0.00400 0.08457 |  ------ | ==e=-= | eeeeee | mmmees -0.02472 0.08227
R-square 0.9102 0.9189 0.9232 0.9263
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Table 55.9: Parameter estimates along with standard errorsfor remaining significant
variablesin different models(replication included) using backward elimination
procedure

Centre: Hisar Crop: Wheat Year: Rabi-1995-96

Parameter Standard

Models Variable Estimate Error Type II SS F Value Pr > F
I Intercept 2105.68741 77.71516 66246140 734.14 <.0001
rep 201.19667 24.52712 6072015 67.29 <.0001
fn 22.35977 1.80790 13802931 152.96 <.0001
fp 8.57187 3.75830 469409 5.20 0.0244
fn2 -0.08610 0.01398 3420667 37.91 <.0001
fp2 -0.18764 0.05186 1181501 13.09 0.0004

R’= 0.9100
II Intercept 1163.06515 307.15597 1213198 14.34 0.0002
rep 182.71970 38.80930 1875602 22.17 <.0001
fn 29.10171 2.91775 8417467 99.48 <.0001
fp 13.97009 3.08569 1734340 20.50 <.0001
fn2 -0.05530 0.00697 5326685 62.95 <.0001
fp2 -0.08978 0.03372 599743 7.09 0.0089
sn 7.28744 2.67757 626774 7.41 0.0075
fnsn -0.07349 0.01919 1240481 14.66 ©0.0002

R’= 0.9164
III Intercept 1540.09135 347.93925 1596881 19.59 <.0001
rep 307.11947 65.80474 1775362 21.78 <.0001
fn 30.17055 2.91148 8752375 107.38 <.0001
fp 14.48257 3.09088 1789428 21.95 <.0001
fn2 -0.05789 0.00692 5706813 70.02 <.0001
fp2 -0.09153 0.03364 603248 7.40 0.0076
sn 7.50356 2.64475 656073 8.05 0.0054
sp -74.44938 30.16283 496552 6.09 0.0151
sp2 1.48391 0.66640 404144 4.96 0.0280
fnsn -0.07765 0.01904 1355977 16.64 <.0001

R’= 0.9209
Iv Intercept 1598.70978 343.76406 1709466 21.63 <.0001
rep 300.86953 64.86946 1700271 21.51 <.0001
fn 32.31304 3.04234 8916256 112.81 <.0001
fp 10.18921 3.66376 611321 7.73 0.0064
fn2 -0.08241 0.01350 2947393 37.29 «<.0001
fp2 -0.16811 0.04920 922735 11.67 ©.0009
sn 6.57193 2.64175 489151 6.19 0.0144
sp -64.75695 30.05764 366864 4.64 0.0334
sp2 1.29731 0.66219 303359 3.84 0.0527
fnsn -0.07604 0.01876 1298179 16.42 <.0001
fnfp 0.08566 0.04069 350331 4.43 0.0376

R’= 9.9240
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Table5.5.10: Estimated ridge of maximum yield

Centre: Hisar Crop: Wheat Year: Rabi-1995-96

Average STV* of the Site: SN=135.38 Kg; SP=15.67 Kg; SK=347.92 Kg

Coded Estimated Standard Uncoded Factor Values

Radius Yield Error fn fp fk

0.0 4464.553023 75.972117 100.000000 45.000000 30.000000
0.1 4554.,311896 76.691646 109.786609 45.921675 29.950443
0.2 4630.522495 76.953861 119.312888 47.336433 29.929827
0.3 4694.099252 76.855313 128.452450 49.279369 29.954018
0.4 4746.057973 76.616326 137.090453 51.739089 30.047523
0.5 4787 .432722 76.426167 145.154232 54.655602 30.250463
0.6 4819.194496 76.368770 152.624427 57.934481 30.635892
0.7 4842.214437 76.385943 159.513504 61.458784 31.355210
0.8 4857.316500 76.154537 165.791977 65.058313 32.758885
0.9 4865.533808 74.764141 171.160391 68.340143 35.580439
1.0 4868.643040  71.345309 174.922609 70.610266 40.163142

* STV- Soil Test Value

117



Table: 5.7 Comparison of optimum fertilizes doses by targeted yield approach and Response Surface Methodology

S.No. Centre | Crop /Season/ Year Mean Soil Test Value | Targeted Optimal Fertilizer Doses
Variety Yield* -
(Kg/ ha') Targeted Yield Response Surface Methodology
Approach
SN Sp SK FN FP FK FN FP FK
1. Bhubaneswar | Rice /Kharif / 1998 | 147.87 | 26.72 | 97.83 | 4098 63 58 35 70 58 23
Konark
2. ---do------- Rice /Kharif 1999 | 157.42 | 33.55 | 109.54 | 4038 56 56 33 70 60 19
/Konark
3. ~---d0o------ Rice / Kharif 2000 | 165.60 | 31.51 | 108.13 | 4648 68 66 42 57 68 29
/Konark
4. ----d0----- Rice / Kharif 1999 | 186.17 | 26.02 | 181.69 | 4911 117 52 41 114 41 31
/Lalat
5. Hyderabad Sunflower /Rabi/ | 1993 |259.43 | 30.71 |370.77 | 1511 106 79 57 106 41 14
6. Hyderabad Rice /Rabi 1994 |334.82 | 54.30 | 346.37 | 5723 119 73 72 140 31 58
(Maruteru)
7. Hyderabad Groundnut /Rabi - | 1997 [ 240.45 | 33.56 | 346.84 | 2048 28 47 83 29 39 35
8. Hisar Wheat /Rabi /542 | 1993 | 137.70 | 20.27 | 331.67 | 6097 153 67 |52 180 70 24
g Hisar Wheat /Rabi /896 | 1995 | 135.38 | 15.67 | 347.92 | 4808 159 66 46 175 71 40
10 Hisar Wheat /Rabi 1997 | 135.07 | 18.21 {40043 | 5059 159 65 S1 179 71 35
/CVSonak
11. Kalyani Rape/Rabi 1998 | 252.88 | 21.31 |237.06 | 1238 109 58 39 119 47 34
i2. Coimbatore | Onion/Rabi 1998 |216.16 1324 |270.16 | 18134 111 68 56 110 68 36

* Targeted yield has been taken as the maximum response achievable by Response surfa

and verify the targeted yield approach.
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SUMMARY

The balanced application of fertilizer nutrients particularly the major nutrients, N P and K
in optimum quantity, based on soil test and crop requirement is one of the most vital
aspects for sustaining higher agricultural production. This requires the application of
optimally balanced quantity of fertilizers in right proportion through correct method and
time of application for a specific soil-crop-climate situation. It ensures increased quantity
of produce, maintenance of soil productivity