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INTRODUCTION: - Consider a finite population model

of size N and let y,(t =1,2,...N) be the y-characteristic
values of the popalation. The main problem of sampling
theory {8 to estimats the total ¥ = 7yy,+. . . 4yy with

the help of a sample of cbgevvations d¥awn {rom the
population. When {nférmation =, on an auxillary
character x is avallable for allt =21,2,,...N and x and

y &re highly correlited, it is customary to use these

=x,'s eithez In the selection of the sample or for estimation
after lelectlng the simple by simple .nndom sampling,
to obtain a better estimato of Y. 0n7/way of using x,'s
in selecting the gample is to dzaw tﬁe unite from the
population one after ancthey and with probablility pro-
poritbnal to xy's { ° tal,&,. .. ,N) either with or without
replacament. This procedqr; of selection is generally
kném 28 the probability proportional to sise (p.p.s)
gampling,

In the case of p.p. s sampling without replace-
ment a number of estimation procedures were developed,
In this connection reference may be made to tho papers y
by Hopuits and Thompson (1952), Narain(1951), Yates
and Grundy{1983), Des Raj(1756), Mmhy(ms'é). Das(1958),
Hartley and R&o(l%k).. However, these are complicated
and less useful for application in practice, specially when
the sample eize {s large. Consequently, Rao, Hastldy
and Cochran(l962) have proposed a #imple tachniqne of
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unequal probability sampling without replacement.
The main advantages of this methodology, besides the
simplicity of selection, are:

(i) It provides an estimate of the population total
which is always more efficient than the standard
estimatar in gampling with unsqual probabflity and

with replacement.

(it) It does not entail heavy compufations even for the
sample size n > 2 for mmqum the estimats of
the population total and its yfa/;lance.

(14i) It farnishes an unbiased eq/timate of the variance

which is always ___p(”iﬁ?ﬁ;’

(iv) It plrcvidaa an exact {crmula for \t‘he variance of the
estimate of Y.

In actual practice,it may happen that sometimes
soma obaervations may be missing due to unforeseen
circumsetances, For example, in agricultural yield
surveys the enumerator may be accidentally held up and
may not be able to contact a unit before the harvest ﬁ}::e
snd consequently may omit it. In such situations the .
applicability of Rao, Hartley and Cochran techniquo is
hampered since the estimate proposed by these authors
doss not remain unblased, and oven though an unbiased
eatimate can be obtained when soms obseyvations are

migsing its variance increases considerably., Theref-ore
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it is pertinent to examine the feasibility of modifying

the probability sampling scheme under consideration
g0 28 to enhance its practical applicability .

An attemp? has beon made hare to overcoms
this difficulty, Two modifications of the R.H.C. scheme
have been discusised together with the estimation
methodology. These are found to be better than the
R.H.C, estimate in some sitoations. Also, the
ordinary ratio estimate is compared with tha R. H.C,
estimate with and without missing obgervations.
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ON RAO-HARTLEY - COCHRAN PROCEDURE
OF UNEQUAL PROBABILITY SAMPLING.

1.1. Intrpduction

To facilitate further reference and snsurs
completness the Rao-Hartley and Cochran procedure of
unsqual probability sampling wihout replacement(R.H.C.
schems) is briefly ddwcribed in the following subsection(l. 2).
Two different modifications of the R.H.C. gchemse have
Sun introduced and their efficiencies have been compared
with somse estimates of unequal probabil!.t;g»iampn;:g in
subsequant subsections(1. 3,1.4 and 1.5 //

1.2. The Rao-Hartley and Cochran cam’plin_ip;roclzcdm-c:

/

For selecting a sample of sise n units from
\

the population in question, the R.H.C. scheme consists of
the following two steps:
(a) Split the population at random into n groups of sises
Ny Ny, .. oNp such that Nj+¢Ny+...+N, s N.
(b) Draw a sample of size one with probability proportional
to p, from each of these n group independently.
N ;
where p, = x, / X such that X 13?!5

Itis shown that [} ( 1 ) _/ the statistic

e (1.2.1)

where u; is the sum of the probabilities of the units falling

in tha { th group and the suffixes 1,2, ..,n dencte the n units
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selected from the n groups separately, is an unbiased
estimate of Y and ite variance is

n
A Paf‘imt'n N Ve
Y = St Y I 1-2.3
MUl NS SRRy KX

In case N 18 a multiple of n, and N;dblz s. . =Ny

then V(Q) is minimum and its value {s

'mnv(%)nN r;:p (--—-Y)a e (1.2.3)
n(N-1) t=l Py

Again, when N is not a multiple of n, 83§ /N mR-l-llz where

O<k<nand Ris apolitivalntagexa.né
' /
NlnNaa. . e gNkaR*.l;Nk{nlﬂfﬁk*a T, 4 . Nnnn,

/

then (1. 2. 2) reduces to

V@4 1R M T 3o vy

. - L[] (1. 2.‘ 4)
An unbiaged estimate of V(T) given by (1.2.4) is

2 ]
9 =X thlok)Ne R (A _v2 .. azns
e et x) sy YR8

It may be remarked that this estimate 18 always positive.
/
An estimate of Min V(!?) is obtained from (1. 2.8) by setiing
k =2 0- 'rhn.l -
Min v(f) = =1 (1- &) Elu AL vy .. 6
Py

1. 3. An alternative schemse:

let n be even. The schems consists of two steps:
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(») Split the population at nndamlnto:;//ﬂagroupo

of sizes Nl'Na‘ vq;gNn/a such that‘g N‘an‘

(b) Draw a nampleafolu 2 with probability proportional
to p‘t‘aml with replacement from each of thase
groups independently,

Estimatoy of the _population total Y:

Define

o/3, ¥, Y, .
v?l-..-r.-l( L I S .. (1.3.2)
i) 2 Pu/u‘ P/ /

where Ya and iz Are the 7-eharlqtn’rhtic velues of
the two units sslscted in the 1 th group; p;y end p, , are
the corzesponding initial probabilitics of the units and

/

“t - z p v
Groupi

Now, E(¥)) = B; E,(¥))

where E, is the expectation over a given split and E;
is the expectation over all possible splitscf the population
into n/2 groups of sizes NyoNps » Nn/z' But

E,(¥,) sz("u ) nﬁ%r 4
2 115 z;-i_l?'ﬂ‘_i uﬁ

/

Yy Y12
s B P e

where Y, = X v
Group i



Therefors, E(Ql) =Y ce . (1.3.2)

Thus %l is an unblased estimate of the population

total Y.

Varlaneeof:ﬂ\'lt
V(Y)nEV (Y)+VEZ(Y)

where V, and V1 are variances for a given split and for all

possible eplita reapectively. ,

A n :
V(¥,) = E,v, (91) because /#Z‘Yl) =0

/

n/2 .
=EEV, [ 3( 4 Ve ) 7
i=l ¥
?‘U/’l Plz/\!r’.

1

n/2 Y,
1 (]
"33 Tl P/ )

1 n/ZN(N -1) N "
l=1 N(N-1) §«§ Pj Pp
n/2
T N -N x
.3 (--- - 2. . Q.33
TR ,=;J Py .

Case} . V(‘?Q is minimum when all N,'s aze equal . Thsre-
fore, when N is a multiple of n/2 setting N) =Ny=. . ;ana
= ZN/n, it follows from (1. 3. 3) that

n N Y
v(¥,) = (Tl')'/zjz pj{;i- ~-v) ces (1.3.4)
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Case 2:- Let N be not a multiple of n/2 and set N=73 ; P' + X',

where ¥*and k' are integors and k' < n/2, then taking

N"aNag-ODBN Hp +1|Nk'+1 k"l'?. -qunlaap'

from (1.3, 3) it i seen that
(N-3 + k)N - &)

Ep (o - ¥YP | (1. 3.5)

v(Y,) = g AR

When n 18 odd, split up the populatién at random
into(n-IY2 groups and then draw 3 uaits from'?ne and two
units from the rest of the groups mdepend,éntfly with probability
proportional to pt's and with replacemcnh

The estimator of the population total in this case 1s

- 3
S, ‘: 3)/31 ( -YB_ N Yia )+_l§ F . Y‘k
1 qq 2 Py/v P

(YAN k2 P/ W
t ey (1, 316’

whare § denotes the group from which three units are
selected. It can easily be seen that
E(¥]) =¥ oo (L3.7)
- n-s)/zni (N, - s) 1 oNm -

v L3 =1 NN - A1) 3 N(N-1)

{Ept L.vp? y . .09

t=1

Cass 1: - Let N be a multiple of (n-1)/2 and set

- 2N s then
quNzuppoan.l n"l :

)
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. n-2l)(a-3) u
v(¥{) = 2 P (2t ~¥)
@12 (¥ -1) 1™t

. (1.3.9)

2l prexe, o xe B1

Case 2: - Again, if N = 3

and N =Nzno . . . nNk' aP."l;Nk.tll 2, .50

1 = PR

n-
2
Then asauming Nj o P* ¢ ], from (1. 3, 8),it followa that

it (24 1)y e (0 -} - 2)

v 'y = NG1)

Furthsr, uuj = P9, then /

VO e gy LU - P - T

N

2p(t.~¥)® ... @31
t

P

R i eaay to verify that the variance givena in (1. 3.10)
is less than that given ia (1. 3.11), Hence selecting three units
from a group containing (P + 1) unita is preferable in this case
i.e. when N iz not a multiple of (n-1)/2.

Estimation of variancess

Casel: - lLetnbe even. It is clear that

- 2

2 2 c, Vi

-------n 4 ——-—-—Yi: ) =B ( ) = 1 E, (-E--l:—- )
oh/m eh/m R/ /%

E
2
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whare Ez and E, are expectations for a given split and for
all possible splits respectively. Hence

2 N N 2
Ia':~~l-(3z!L + ;fa )anlgiafjnll
S VAL P2 /n ¢ Pe Nt p,
Therefore,
E n -L ‘ —-v%-l- + -;?.—3 )U 2 3— . 4 e (l-scu)
i} 2 Pa/" Piz/7 3 Py
- - /
Bu, 8/ % -v(f) 77 /
A /!’
whore E [ w(¥,) 7 =V(¥), therefors,
/
N 2 /2 z 2
td P 4 pn’/'a‘ p:‘z/ "
2
- %l *'(Ql) J L I (‘o 3013)
From (1. 3.3), it is clear that »
N :’/3{‘% -N
VE,) %A Sp (-t - Y whereaa 112 ,
¥ a1t Ry 2 N(¥-1)

It follows from (1, 3.18) that
Ev(g'l) = V(Q‘) sap/ z L (Ju_, N2 )

. ?: +v (!‘}1)_]

Therefore,



«§Oe
- .)_',(z-ﬂ- yz Y’zg oy T
1)- m[. (a1 2 ('pjug“ + p& )-Yl"/
(1.3.14)

Case 2; - Lat nbs cdd. It can easily be shown as in

the previous case, that

. 2
E[(‘;S)ﬁ. Ju jﬂ.‘)q.‘;_ﬂ!_ 7/
vl 2 phre pRre %4 pf /v

Tharefora, _
f

N o
I —— = stm[ >
1q Py

¥rom (1. 3.8), V(Q'l) is given by
N 2 n“ia" By (Ny -1)

" Yt 1 l’

- — e Y B -

V(T)) =B % p P )’ whereB= 2 3 N(N-1)
N(N -1
Ly MO
3 N(N-1)

Hence,
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Y )= z
vy = 3w L =1 ® P} v
v, 3 2 n .
+-—-Lz:«33—vf] .o . (1.3.16)
3 ka pj!k
1.4, The selsction schams considered in the previcus

subsection provides a sample whose effective size is less
than or equal to n. Since from each group only two units are
selected by p.p.s. with replacement lcl;ptm. the probability
of ropétitien of units is quite amall. 1}:;& atill it does furnish
samples with ropeated unite and thor)é}ore it appears that the
estimates considered in this case cannot be more efficient
than those when the design always provides ehmples whoso
offective size equals n. 8¢ it will be worthwhile to consider
the following without replacement schame,

Another alternative to the R.H.C. sc}mmo H

Let b be aven. Select n units from the population
as follows:
(a) Split the population at random {nto n/2 groups of sizés
NpsNjoo oo, /p 60 that Np#Npt . . . N,/ 2N,
(b) Draw 2 sample of size 2 with probability proportionsal to
pt's and without replacement from each of these groups
independently.

An Eatimate of Y : - An estimate of the population total ¥ s
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A n/! 1
Yz ”ial’z' ( tu + tiZ) . s 0 (lo‘ol)
where tu a .’Ii!_
TAN
L - L] (ll‘.z)
Y Py
and t, sy, v=2 (L
12 1 pu/'lri " |
Yy yﬂ. pn.;:vu and LA have got the same meanings as in
the previous subsection. ! ‘
It is easily seen that t{; /
w2,/

Fa Al
E(Y,) =B E, (Y,) = E { 31 Y, ) n/r .. (1.4.9)
/
whare El and Ez are same as in sudsection (1.3). Thus,

N

Y, is an unblaged estimate of Y. /

Variance of ‘?z *= To derive an expression for the variance

of ‘%z. tha following lemma will e used.

< 3
lemmay- If ‘m)v 'i'!f) and 'l":n) tie the sample means of

3(1) ' ‘(2) and ‘(3) characteristic values of the units of a

simple random sample of m units drawn from a finite ’

population of N units, then
i,(l) .i_(!) i(1) .i(?-)

g -2 m . ¢ N-m [' g mx(z,
e ) "N o) yia 3™
xm X

ETINE O
R I ¢ ) _(3)

) Ll Y T RN M
® (2 R

5-:“)5;'(3)“ 32 -

s 2 v 7 cee (L44)



to ths first order of approximation

i
where E(!:;))“ & ., 1=1,2,8,

Procf: « Suppose that

i
(i) “ ‘j(i) e (1.4.8)

fort =], 2and 3and j =1,2,...N

guch that E(c() ) a0, From (1,4.8) 1t {s clear that

Ay @)y ()
®n

/

4

Now, ' /
1 2 2
'igi-":m(z’,, (R”+ sfn)u?( )+ -L) )
MO :
< (X T )

¥

,_t(l) .ié?-) __(1) (z)
aommiis —rr"“* —m- ).

-1

g
L0 |
Assumning that ] :n) <1 and.expanding the last
3
X

factor by Binomial expansion, we get



4.

) (2) (1) %(3) ) 2) _(3)
EINE = X . e Tl . < _ Eq
%?3) % (3) ° 2(15 _iiai _Risi

O JC R R R R

e
m ' _ *m o ‘mo_‘m_ ‘m

+
2 1 3 2 3
.i(l) ‘i':( ) ':‘c” ':T:( ) 2( ) -g( )
3
() P _
+ -:(gr-; . S _]
(x ) / .
!/ /'f
Therefore, K
x‘(an) _(2) .i(l) _(?-) ,é.(l) ,:.(?-)
m K, !2 m

M 3 @y (3 (9 2
-..:E.’._:.Bl.... ‘m_ *m + (‘m )
M () 2 (3 (3 ,
X X X X (x )

neglecting the terms of order 1 ¥ where y > 2
m

Now, E(‘E‘” . 72:) ) = g;nm . 1.1 3 ?) () for }<v
JNem . N (ti*) -
"™Sm N-1°

i) (i _()

where Fu(ii‘,n-%: I;:(:j(i)- X ')(xj- X )
il

end E(?() o Nnr:ﬁm . NNI uf®)
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- N
where pz(s)a-%‘L E(!(js) )B‘(x )z 7

§=1
Therefores,
A1) _(2) ) _(2) (12.)
E(_?;;_fm. )af___.f_[ﬁ N-m {
{3) _}?(3) Nm ° '1 (1) im
Xm
) l,Ln(l?*) ) ”11(23)« “3(3) )z} j
.i(l) 3‘:(3) f(l) 3(3) (2(3) 2
....(1) _(z) ’ N 0@
_.u.__ 2
-__.)__ il -N-;Q { 3
z) (3 ()
ﬁl ,1541 ) 15‘ > 17
_{1) _(3) _(2) ..(3) 3,
X X X X x )
1) _(2)
X . X N-m L N () (2)
T fTEm -1 (snﬂ’ g
2 ) 1
X N 3 N
) (3 X (2 _(3)
(x ) (X )
A _(2)

X . X N

' (—Trﬁr);— y =7 7

Thus, the lemma is proved.
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Now, consider the variance of QZ' vig,
A N
v(¥,) = Elvz@z) +VE, (3,)

where Vz is the variance for a given aplit and V; 18 the

variance for all possible eplitsr of the population. Hence,

V(’Qz) = Elvz (@’_)

/

n/2 _
= 552 L %(tnnm)_] ,, :

/

where t;4 and t 5 aT0 given by (1.4.2) ,
/

2

/2 N Py Pen 7 P, tP
v(Q)azE .1_4 b2 ._ii__i.i_(a.._ﬂ__u.' ).
2 1 4 2
i=} J< §! A L

/

(- Ty 7
Pu/" pij'/’ Ty

n/2 Ny b £ Yiie
1=l j<§! Pu Pyje
n/2 N /
1 4 y
~$ia Y [jfj'pu Pyge ( Py + Ry )
Y Yige
( L\ i) )ZJ

pu Pui
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After a little simplification, we get

2 N Yi Yiqo
V(¥,) = 3 nz/ E, z‘pu Py (=L - g2
n/2 -1 Ni Ny 2 Ni
2 ¥
Enrt ot

1
B ¥ x vhe He— E
BlANMN-1) jef »  p) ¢1an =2’
N N /
V2 - (51"?3”:1?”
-“lilé Ny \
(= plj ’ / \
Ny ( Ni
B, (& mm)ftﬁ vy 4
P2 )
(MPU

Now, since each vandom group can be considered as a simple

/

random sample from the population, it follows from the above

dsmma, that
Ni Ni Yi
pa (
. H (el ) ﬁ a1 2N}
% EPU

eowhimue 2



N , Nyz
t v wT L j F vj Py - (ﬁl vj/p,)(jglpj -(,ﬁx»'1 ’(5’51 3!

N 3 N
+{zp) (B'f,/p)_/
=

Ny
1 (Ey )-—-( Y,p ) N
N, 3 ¥ij L1

L N [
ﬁljilp‘j 1
W - N, N/ »
* Hﬁii . m[ AL F’
//
N, N N 2. =
(E Pj Yj) "Yj:}"j Yj Y(/j?;lpj VJ )(jflpj )../
Therefore;/
zm(w ) N
\[CART I 7By (e = 'Y
il N(N.1) J§<§' Py Py
oy é L 3 N + By z: _.L . i YZopY
¥ j’i y+ ﬁil SE1 ﬁx”“
NN 3 ’*les-gzuz
¢ RS Py - P TS
N-1 U= jaA Py = Tyt
N N | N

(ﬁlpj jal Yj/PJ jflpj Vj +a(‘r JY,) "'3? EP, i

njﬁ 7 ﬁ-ipj v }7



It is easily seen thag
2
N Y Vyp g N p N, NV 0N
Eypy oyl ayrm) (5 - -é. P37 &Y A e e
and
N 4 Va, N 2N N
Zp pj.(p’*"pj,)a(-'l-— & Paz Yy Epf + Z.py -r’z
st d py B JAp I gd

+z(g3)(§ 2, z(r? ® 27 52
j2d ga et T et )

Thetefori./a
. N (N -l’ N ? 7 [}
v =2 % b
/
8/2 N, NN N | no_ I
0 et § 4 B i
et Ao RN L e
in/zm.zq‘ N 2,7 vyt B w(1.4.7)
t e N-1 Jfl" 7y Pye (P’ﬂ,") (T%’J - _‘;!1-') |

Case l: - Assuming Ntobea.nmltiplen! n/% and taking
Nl ﬂm‘aacq-.omn/a am/n."M(lq‘-1)itf°no"mt

A (N- 2 ) N '
n{N-~ 1) j<j'j*“ Pj Py

N N
. N n-232 BT
-n«-a- ( lf N -1 [ 3 jﬁlpj )’fypj pjl( pj“’j"‘ o p )
J bl

N ) Y '
e b N 22k 5 R 0 N/ L P
¢ gepd 2 Ty g
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Case 3:~ Let N 9-92— Pt + X!, whare P! and k! are
integers and O <k'<n/2. Now taking

Nl ﬂNa = toaoo«ki’ p'*’l’ : Nk'l'l nNk‘+z=oo-.:Nn/z = Pt

from (1.4.7), i follows that

. R +xty N
z)“(m 3 + K - B) 2
aN(N-1) i< ST T

V(Y

L _N_.n:-2 4y 2,7 ¥y
+ + L4 I ...L. 2
4 N} 2 J‘J’ P jl(p’ Pjn) ( 'pj pj')

v e o(L4.9)

Estimator of the variands?

Since v(?z) =E,V, (£,)

/2
> AV % (4 +4)

/2

“ERE v, [ 3 (taty) 7
1<

X 1
Where Ep ¥y 2;( £+ cﬂ) avg..i('u * 5 )



mn-

n/2
80 that V(Yz) sE ;‘3‘; VzL (‘il ) ’-/

- ey
't Pt? '

o/2 mz
= - pﬂ 1-
mi;zl: (1 - ) ( J(p7

Therefora, If v(‘l\‘z) is the estimate of the variance of "Y\a.then

~ /8 Ya YVia 2
YY) 2T 2 (0 epu)(n op,,) (e )
2 T E NPT 0Py P Pa
. (1.4,10)
//

When nis odd, the corraapﬁndinq/;v/ampung
pro¢edure can be given‘an in the previous m}:ﬁueﬁon(l. 3).
Slace estimata of the population total and fte varivngq can
easily be developed on the seme lnes i this casa as in the
previous one, no furthar elaboration’ls intunded,

Bince the unordeyed Des Raj eatimate ( of Mﬂrth:r[-BJ )
i¢ more efficient than the ovdered one, an estimate of Y with

this schezis which 15 mora efficient than *’r‘z can bs obtained

as follows:
8at of
2 - P Y
Ty = A_‘ S22y 4
sl (2.20_ P ) L YA

"i %




2l

~n B2 ! ¥ , Yis -
YsuE [(ri-pia);-ﬁx- +(v‘-pu)-p}.z_/
ta3 {27 = Py » Pjp) i i3

In view of tho selection schoma it 13 clear that E(Qs) =Y.

The variance of ¥y 1s

n/2 N,

W = Pgy - P ij Vi 2
V(Ys)nz‘, El, jpllpij' 177 " Hge y

A appp—

2o - Pu * Py Py Py
e (L411)

and an estimate of the V(i’\s) is given by

7
/

7 7

@ )n{; ym - o) (7 - pﬂ)( WPy P2, ) Yo Vi 2
v = i - -
s a (2 v - py - pga ) Pi} P12

/

1.5. Compariscn of estimates:- '

/

In this subaection wa consider the follqwin‘g eatimates

of ¥ for purposen of compazison:
(i) The standard gotimats in ¢case of varying probability
with replaeemant $

Sl T vk
) V7

(11) The Rao«Hartlsy-Cochran estimate:
A D
Y = lE'-;l Yi/(Pi/‘ﬁ)

(ii8) The ostimate proposed in subsaction (1. 3):

~ bf2 g
i1 2 Py Pia
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(iv) The estimate proposed in subsection (. 4):

AT Y, P Y P
¥y =2 i {-9—(14- D)2 3 -}

i=1 2 v

'1 &

a Piz

For simplicity it is assurned that 5 is even in
what follows. nuknmthat(ct£~ 1 7))

V(T 2 V() v o (18.0)

-/
Further, from (l- 3. 3).{le‘u ?)' (1-4- 6) M/(l.‘.n) it is

/
clear that /

V(¥ > v(¥y) > V(¥,) /;’. . (1.5.2)

\

whoare ?3 is the impravaed sstimate jpmpOSﬂd in the
subscction (1. 4). Since,

A b - N
V(¥ =3 L

e

n n—us .YZ].I 00503’
t o
t

tharafore, fram (1.5.3), (X 3.8) and (1. 2.4) it is clear that
v{T) > V(¥ »V(R) e . {1.3.4)

holds trua elways.

This leads to the conclusion that the proposed
estimate AYl ia botter than tho standard estimate in case
of varyingeprobability with replocement but is worae than

thy R.H.C. autimate. Also, amongst the three proposed
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estimates ¥ 318 best but it cannot be compared with
othar estimates under consideration, bacause it's variance
is not known in comparable form.
Comparison between Qz_a_g_d:g
Suppose that N = nR + k where R and k are

integors and O < k <n, then from (1.2.4)

S o (N-n¢EXN -K) & Y. Iy
v(Y) aN(N-1) i Pj P o ( J pj' )l

;e e . (1.8.8)

!

Now assuming that Na% P! + k! /

ki=zk-n/2 {f k3 n/2 \
and k' =k Uk < n/2. |
Thus,

N -8 ¢ k)(Nk) ) (N-ntk){N-k 2 (N-nsk)
k 3 /2, then (N -3 *R-w) ) (latii-xh 2

AN(N-1) aN(N 1)

and {f k < n/2 then (N +H')(N-k') _ (N-otk)(N-k} 3 (N-x)

Therefore, if k3 n/2 from (1. 4. $) it follows that

. 1 (N-n ¢ k) N Z_j_ _ ¥y
V(Yz) V(Y) + = z N(N-1) J<1'Pj Py ( by -—;;' )2
L 1 N -2
*T{H. (M- 1) = 2 E pj }j:;'pj le(?j"’?jl"
(_L g 2

Py Py’
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st N a2 Npp(p'r)('-'L _Vi!.f
4 N-1 2 jjlj §r 1Py T Py P Py
(1.5.6)
and if k < n/2, then
vty v+ 3 S5 2 oy pp (2L - —p’- ?
Py i

N N
_l¢., N n2 o 2 _J. 7§ )3
{H' N- 1 2z jal pj }j <§ pj pj' (p’ +pj"( pjl)

/

!

N

1 N n-2 _J_ .J_ 2
4 N-1 2 j<j' b ek | 1' Py Py
.'l » (l'sl?)
Hence, if k3 n/2, then ’

N
V(Y ) - V('sr)m’z %}‘y iljpjpj.(-— -t

P,l
N y Y§ (2
3'2 pjpjl(p *pje)(—"L—"' _‘2 )
pj pjl
N N
__N =n-2 2 _L ...'L_
(N-1) s j:l} Py jf]'p" Pjt(?j*’l’jl)( pj' )
N o2 Y J. R/ LY
+ N 3 z Pj Py (Pj*?jt) ( )
j<§ P’ le
Now since,
N H_ IR a2 yo_v
RIRIRT AL (p - --' =jdp_, j=:J‘pj(
N
+ Zp? (—-—- Y )2

J=l Pj
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N Y. ¥ N
2 ey (L= L) ezp (Do r)?
J i1
Therefore,

vty - v # (R ~ 8

. N N N 2
N a2 ‘ oo 1xzpfy_ ol
~%1 5 ATEAn ety ";'; j;';j,) 5y ) (f," Y)

-22 = [ Pyoyi(o; ) (-;'— eji ){ 2~ Hoyp7
It is now clear that the ».h.s. i3 doﬂg‘tdy negative if

N \

T pl 5 4N-n+k) 7]
27 w1y :
o 1« (1.5.8)
rerald E%‘P:*P:"‘“mrr!m"

4

1 N
Even if for soms cases the {nequality — o < N_‘(Pj*pjr)

holds good, the r.h.s. can be expected to be asgative when
the population {s quite skewed and therefore V(?zk V(?’) ,
in such cases.

Agatn i &k < n/2 then V(¥,)< V(¥) whan

N

2 4(N-k) k
yart ? :ug-kx) i
and . . (1.5.9)

=5 > Gy ( Py ¢ py) for every Jand 5.

.
-t



Section

ON SOME: UNEQUAL PROBABILITY SAMPLING
TECHNIQUES WITH MISSING OBSERVATIONS

2.). Introduction?! « Sometimes, in sample surveys , inspite

of all precautions, soms observations might be misaing due
to soma unfofoeen ycasons. For example, in agricultural
yield surveys, it iz very common to meet with a situation
when due to some practical difficulties, the crop ina
selected fiold {8 harvested before an obaervation {s made’
on it. It is, therefore, interesting to uu)d’y the behavicur
of the estimates considered in the last séction in euch a
situation. In this gection besides comparing the efficiencics
of these estimates, the ratio estimate is compared with
R.H.C. estimate with missing observations. It is found
that in some situations the oatima‘tapropoud in the pre-
vious section are better than the R.H.C. estimete in

cage of migsing observations. Further, the ratio eati~
mate {s guperior to the R. H.C. estimate in many cases
particularly when p (the correlation coafficient between

y and x) is very high. /

2.2. Effect of miasing observations on R, H.C. estimate

When no observation is missing the R.H.C,

estimate is given by (1.2.1) L. e.

n
Q = = _!g_
i=1 pl/’i
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where the suffixes 1,2,....n denote the n unite selected
from the n groups geparvataly,
Now, suppose that dua to some unforseen causes
y observations are missing. An estimate corresponding

to R.H.C. scheme based on (n - y) observations ia

A a-y b'{
Y= " s (ao 2.1

'

where the suffixes 1,2,...,{ n - y) denote the (n ~Y)

available selected unita from n groups’ ?ppmtelv. Now

Ry e BER)

f 1
where E, and Elhave got the samé meanings aa ia sub-

section 1. 2. :

ney /

Eyf,) = = Ea(f-i-—y-!-— )
e P{/ﬂi
Rey Ni

R where ¥, “15 y'j
=Y" E" Y‘
Y
where Z'is the suinmsation over sll those y groups in

v /
which ebaervations are missing. Therefore,

B(¥,)=Y-E(2'Y,)
Y

=Y-E'ﬂ Y
Yy N

N-E'Ni
2 —ﬁL Y e (aOZOZ)
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Thus, wasaethat?fblsabinaodaaumatao!m and tho

statistic
FaS
Yoo —H— ¥y ... (2.2.9)
N-X Ni
Y

iz an unbiased estimate of Y.
Case § :« Lot N bo a multiple of n. Then, taking

N‘nmznt.ot ﬂNnﬂN/n,'

it followa from (2.2.) that b
/
A A
Yn = dn-wl:—? Yb ! ¢ = @ (2-304)

Casge 2: - Supposs that N = nR+k, whoro R and k are integars
and k< n, Then, taking ’

Nl =Na‘3 o« 4 4 @ ﬂNk “R‘l; Hk"" aNk‘!_a Re o ?NnQR
and supposing that y) obaservations are missing from the
groups of size R + 1 and Y2 obsorvation are missing from

the group of size R go that "N3tvy =Y weget

2 - N 20 ’

a N - Yl (R + 1""'(31{

Fal
= 2 Yb . . (2-3.5)

(n-y}+ 2 (¥ - ay)

VYariance of {'n » The variance of ?b io

M s N
V(Y)) = E V,(¥,) + V| E, (¥,).



-30-
where V, and V, denote the variances for a given aplit
and for all posoible eplits of the population into groups

of sizas Nl' Nz. .e ,Nn respectively. Thus,

al
v(¥.)= T B, Vv, (
b n-y 172 pi/'lr

)+V;(v-;:' Y, )
i

gey MN(N-1)° t

?t 2
e~ Y L

* * O % (ai z. 6)

where ;L‘ . is the summation over those (n-y) groups in

which chaervations are available. /

/
/

Now, Vi Z'%) = vy z_"(';:"mt)(v%. i)/

whare ?2' N, 18 the poaled average of y's falling in

y @
the groups containing missing chservations. Since each
group can be considered as a random sample from the

population, Y wipy, C08 be considered as the mean of
i

Y
a random sample of size ( ¢ N, ) from the population.
Y ]

Hence
= ‘z l - l z
v (NP (do - L) 8]
¥ Y i
Y
where N 2

2 . -



N
Therefore,

Ny{N;- 1 )
v )n-‘;: N(N- 1) R

(?::. ..Y)3+(2'N1)3

(P -F)8 ...@n

TN
>
. 2
and V(T s ——Be— . vR,) ... (2.2.8)

(N - 5 N,)2
Y

Cage 1: - let N be a multiple of n. A;sum.lng N N, =
+«. 2N, =M/n, the equstion (2.2.8) simplifies to

-n - N Ygz yN sz

peighh == Y
&) e LA = AL
’j '.' » (2.8.9,

Case 2:» Let N =nR+k, where R and k are integers

and O<k < n. Taldng N=Nz=- . .=Nkﬁﬂ+l:

Nkﬂa' .o =Nnnnandsuppooﬁngthatylandyzare

mimber of ocbservations missing from the groups of size
R 4] and R respactively, we get
N o n

1
N-Z'N, (ay)+h (e -y a)
i

N, (N-1)  (N-X)(N-k-n) (2 - )+ 20( N < k) (kv )

n-y N(N-1) a®N(N-1)
and
- 1 -
(I;N‘) (-—'_1:!: .-n-:- ) s J.(I_‘_:lt“_u_ {(n-y)-l--ahk vn)}

Y
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S0 that from (2. 2. 8), it follows that

(N-k)N-Ron){a-y)+2a(0-¥) (k-yy ) N

V(¥ )= p( g
NN faey+ i (kevn ) 32 "
L YNk ey 'S:' s e s . (22,100

(n ~v)+-1;‘(1k- Yn)
It reduces to (2.2.9) when k = O and Y = 0.

2.3. Effect of miasing o'naervat{on& on % te

To study tho affocts of rnlspi:jxg cbgervations on

the estimate Q‘. suppode that out a.!‘n/l groups o are
such that both tho observations are missing from each,
i are such that oply one s migging from eat;h.and the
data are available from all the units selected from tho
remaining groups, so that on the whole y=2a 40
unity of the sample are missed,

A blaged estimate of the population total Y is

LT, Ty, R
i (“ —ima) 2oy nafy W

c e (2.3.1)
where T denctes summation ovor the{ - «a—u)

groups which provide hoth the observations and X' is the
u

suwmmation over the u groups which provide oaly ane
observation each.
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It is clear that -
A N - %’ Hi\
E(Yb(l,) a N . Y o » a (3. 3. 2)

where the summation ‘.::" is taken over the s gicups

in each of which both the units selected are miuing.
Thua Qb(l) is a biased estimate of Y.
Fram (2. 3. 2) it 12 clear that the astimate
Fal
Y y :
o) #VeR O

¥ e ¢ cad (2,
a) " W-zew, oW ¢ j2.3.3)
/

/
is unbizsed for Y. ,

/

Case 1:» Let N be a multiple of n/2. Set NyNye oo N

{

in (2.3.3). Then, clearly /

/

By s 2mo Ty o @34

Case 2:~ Suppose that N = .EB P* ¢+ k' where P! and k!
are intgggrs and O©<k'<nf2. Put

Nl =Na = AL S mk! =P'+‘ ; uk;‘.‘ a ....ﬂNn/z ap.o

Now assuming that of the s groups albalongto tha

class of groups each of which containg P* + 1 units and |
83 belong to the athex catsgory of groups so that eyt+a,za,
i is found that

N a n

Nk ). B
L‘%-»I;':"!.‘I1 n-z-(T—) .ﬁ;
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Thus (2. 3.3) redyces to

A o p A
Yo " a- Z8(1 -%'/N) - ns,/N Topy - - - (2.3:9)

when k' =© and 9, =0, (2. 3.8) yeduces to (2.3.4)

Variance of the ostimate Qu(l) -~

Variaace of Qb(l) is given by

V(Qb(l) ) =BV, "?b(x) )+ VE, ({r‘bm )

whare E‘.Vl. EB and ’Va carey the san’xg”maaninp as in
/

subssction (1. 3), Hence /

N (-1 ) NN, -1 )
iV LI Ay |
W ey iRt

V(Qbm.) =L % é—a

/

N Y /
Ep(t—¥) e (znP (L -1 )s?
t4 P, [ za:an N 1 4

... (2.3.6)
and

V@) = L fr"'-"?"?‘ﬁ:' 4 v(s?bm) c e (2.3.7)

Case 1:- Let N be a mulliple of n/2. Putting NyNpe oo Ny 7

we get , that N o n.. 2 ——t—
N - f" N, n-2s n-ytu
NN, -1 ) _ (aey-u) (2N-n) .
($-eu) N1 2d(n.1)

o N1 e - n)
u N(N-1) a’(N-1)

L]
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1 2 ._l__ __.! ,H(Y.u) (n'ﬁu)u
and (ZN;) (Emi N ) =
. «3)y N
(n-v+3u)( Ni 3) EPt('!‘t‘_ _Y)a
(n-y+u)(N-1) ¢ P,

so that V(Quu)) =

/o (cy-uw)N _2
el s
¢ (n-ytu) ¥ « o+ (2.3.8)

When y =ui.e, net more than ¢ns ocbservation is missing
from a group (2. 3. 8) reducas to

2y (N-3) N ¥, .
g (N -1) t=l t
LI I | zo . /
(2.3.9) /
Case 2!« Whan N:% P' 4 k' where Pt and k! are /
integores and O < ki< n,/f!.;mtrcll g Tereves a P4l

/
]

EANE

kl

and Ny gy =0 . 'an/z =P,

Lat (2+0-u) = Numbes of groups of sine (p'4l)
such that no observation is missing
fzom them.

p_é -8 - u)z 2 Number of groups of sise P’ such

that go ohservation {s missing from

tham,

oY = Number of groups of size (P'+]1) with
one missing cbservation.

0, =  Numbsz of groups of size P' with one

missing obgarvation.

N & N

N . BUR N-(» Pi+sy)
F ]
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T o . [( % -I:n)P'
{

i%_._“) N(Nvl) N(N"n

+ P {(% ~ 8 ~u) -(.iz‘ -‘-“)13’-7

N‘(Ni-l) ) B P"-l»P .
' 3 B e ' "o, -
2 Sy ey T TS
‘and
sP'+ s -
(E'N) (lN: --) (sP’+§l)L1 -—-vN—-'L)./
Hence, ///

12
V) * oy £y 7GR

. , \ . N oy 2
* %P'“ -'-;:--- s—u); ( E‘i as-u)z)tp (ﬁ-“z)}t?gg( p.f- Y)

HaP* + o)) (1 4‘-’-’-;—"-‘-‘1—) 27 .. @30

n
It is easy to verify that when k! =0 f.e.( 7" --u)imlnllno.
than (2. 3.10) raduces to (2.3.9).

2.4, Effect of missing obsafvations on 93: -

Under the selection scheme considerod in sub-
soction(l. 4) proceeding bn the sams lines as before ,we
see that tf y(s2s4u) ohservations are missing such that
2s obasxvations are missing from s groups and u cbservations

are misaing from u groups, tha statistic
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A N & .
Yu(z’ a e Ni . Yb(a) T (3.4.1)
|

is an unbiased estimate of Y, where

b

Y =
b(2) (8-

"li (tu«vtuh-ﬁ' J. .,
w) pj/",

Yu
it is being sBsumed that e and
'll pi;Fﬂl / /

/

¥i2
Tt T

(1- pu/wl). z, az{d L* have the
Pw,/ui /

/

game meaningd a2 given in the previoys subsaction.

~X \
Varianzcs af Qn(z) + The variance of Y‘b(?.) ia given by

. N vy i
v(ﬁb(l)) "!5 z NI(N‘ l z PJPji( "'L" - "L‘ )Z
(-’zl-a-u) NN -1 ) jeft Py Py,
N N-N, N
-Llz (=t = . Epja 2.
't (2_s —v) N N-1 4
N
Y Yee
e e P
J<§ pj pjl
1 NN d Yy dp 2
+3 2 ———L Zppy (pyjtep) (= - )
(.%....s —u) N-1 jef Py Pje

-~ ~ eoalimued



-1 N
+ = Niml i B'Pijcr( '!1 - 1& )B
“ N(N-1) <8

vz Lo - Loys
"Ni N

A N N-N N
.V(me)--“- > (—Le L zp?).
3~ ¢ =) N N-1 §a ¢

}

L
/

' N

/,
,j.s py {9y ¢ 5 ‘?"‘ - 2.4.2)
5B
and
V) s (—E—— V(¥ ) L 24

N - E"N‘
8.

2.5. Comparison of efficiencies

Ia this subsection the efficlencies of the following
estimates in case of missing observations are compared.

(i) Standard astimate in case of varying probability with

replacement:
D=y
%1'17 = 1 E _L

R=-Y {aq -
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(i1) Estimate correspoading to Rac, Hartley and
Cochran préotedure ( of [ 22 _7 ):

A

Y o -_-ﬂ-—._ b y"
u NI Ni n-y Pi'; -

Y

-

(iii) The estimate proposed in subuctio? ( c{ [3-_17 )

¥ s —R [z 1l Tz )7
u(l) N“_Enﬂl ‘_g____._u) 2 Pyy/wy pil/'l

}
(iv) The estimate proposed in subgection 1Y ;q (2 4)]

4

Y 3% = N [.E l (tu*43)+3'-1— J
= N-ZN (5‘--0-41) w Py

/
%

/

For purposes of simplicity the comparison of
efficiencies is restrictoed to the case whera N is a multiple

of n which is assumed to e even. Now,

A
V(Y'Q) ® e Y " v v o (2.5,0)
N
where el a Ept(--- Y)z
Bt " Py

v(¥) s —{N=n8) o+ ~—ﬁ—— 8 ... (3.5.b)

(2 -y)(N-3)

A (n~y + 3u) (N-’g) 2 Y-u
V(Yu(l'))'g (a-y+u) 2 N1 s* Ta-yim) N8
. v oo (2.84¢)




and
(n-y-u ) N _n-2
V(Y“(Z))ﬂv( (1)) B(nny-l-u) L ( n N 1 nn jzpj >

N
2 py Pyl pjtpy N L = TP mo2.
J<§? Py Py

EPPJ.(p"kpj,) ,| ;}:)J..(z.s.a)

2.5.1. Comparison between §' and '?l -

Since sampling with varying probabﬂ‘itfy is used
primarily in the situation in which y,'s are ayi/roximtdy
proportional to p,'s , a reascnable model, whin_h is considered
by Cochran, is

yt a th te,

where e, ia independent of P in the probability sense and
in the arrays in which p, is fixed

E(e) =0 and E(s,®}= apf (§>0)

Unleass otheywise stated all the subsequent somparisons
will be made under this model. It is easy to verify that

under this model

2 2.2 o2
Sy = R s‘+s°

'hueptn-xt 'xtflxt'nni‘ 3 =(N"l)tdxt:N *

R
~



8 1 N
and a <% 12
e N-1¢ta?t S (N-lsgf;(yi n)

N 2 " 2
Now, Z e = NEje, ) sNEE(ey| p ) = aNE(@p§)
tad ¢

where the average iz takioa over all values of p,'s. Similarly

N o2
zuf} = aNEEll) = an? [EGF) - Cov. (o087 7
t=l %y

Now, from (2.5.a.) and(2.5.b) it follows that

v(ffu) - V(YY) =N s: - n-1 I";’p(?.f -~ )2
. tat tp
n-y (n-y){N-1) ) %

I SRR 0 | / n 1 N .tz
n.y (ReS_+50 ) — n-v)(N-l)ti ;;t-
N - 2 -
= 55 OR vy =el) 7
. (n - ‘){&N; . gl 7
Py L ) - covip, pf™) 7
aW?EEE) R¥ME  noyel :
" (n-y@a) s Y
3
+ (va) aN Cov. (pt'pt'_l )

(n-y)}(N-1)

because sﬁ a -(-ﬁ‘l}l—)- E(p: ).



~42-
Now, if p is the correlation coafficient between y,'s and
pt's s then

2 2,42
8, @ Q@-p )Sy
. g2 Ez o
oy —————
82.
[

Therefore,

5 oy s o W2 EE ) o8 meyd,
vE v e L i T Ty

) (n-1) aN?
(2 - y){N-1)

n-1) a E(P?) - ﬂ'Y'l
%n'-v')"(w-l)'[ - =)

Cov( pt’lg;" ) !

+Cov(pt.pt Y 7 ... (2B

Now, from (2.8.1.1) it follows that since Cov(pt.pf ‘1) % Q

accordingas g 3 1

(i 1f g<land pPc BY:L then definttaly V(T )<V(Er,)

(1) £ g >l and p? > -i—':‘l-{-‘ then definitely V(¥,)> V(¥ )

(iit) if gol then V("}u) 2 V(Q'u) aceording as pl > n-y-1,
a-l

The {nequality p2 > 5—'—-1—- may be satiafied
if p {8 very high and _X_. is not vary small. For
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example, if n =i, y =2 and p = .9 than the above in-
equality 1s satisfied, It ls known thet g usually les

betwean 1 and 2, Hence :in most of the cases if
p? > 5—:51::1-!—- then "}‘{1 ia superior to ?‘n' On the

A
other hand {f g <land p2 < -E-"Jl-‘:-l- » then Y’ is
inferior to ‘?’u. It {3 interesting to consider the cese

when g = 2. After soma simplification it is seen that

2, 2 2 n,i;
v(s‘ru)-v(‘luh (_nil;;(-lf-l') [;—:13- E(p,) - ,;3".7

p
when g »2
A > I\' /)
Thus V(Yu) > V(Yn)
2
a .1 1-
i Elpy ) 2 ey ‘——L)Y.
N 2
orit N Zp y B=1(1.4%
t3 & Y

This inequality can be sxpected to ba holding true when
the population {8 skew and p is quite large. Thus we see
that sthe universal superiority of R.H.C. estimate over
the estimate in the ¢ase of varying probability with re-
placemant is lost due to missing observations.



e

2.5.2 Comparison between i‘:‘. and fu(l) :

Supposing that not more than one observation
is mi - sing from any group, so that r = u, we get {rom
{(2.5.a) ond (2. 8. ¢),

A A - (n+2 )(N"n)
V(Y'Y - V(¥ =L : - —— z.7

. o2(M-1)
N b{
t=] Pt

Thus V(¥') 2 v(?um ) aceordiag an
atZy}{N- 2 /
B~y nz {N -1)

n >, 2y(n - 2y ) -

o ‘;t— < a(n-2) + yv{n-2y)

Since observations are expected .'to ba missing when the
sampls size ls quite large( and consequently the sampling

fraction is large unleas X is vary large), the inequality

a_ . 2y{n -2y}
N 7 n{n-2) + ¥(n - 2y)

{s more likaly to be true. Hence, in such situations, the
proposed egtimate ¥ oft) 1 SupeTior to 'a?*u. For exampls,
N =100, n = 20, y = Z then the above Ineguality is
satisfied and convequantly %ﬂ(l) 13 more precise than %’u.
However, if sampling fraction is amal) 9'“ may be expected
to be better than ¥ ()
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A
2.5.3. Comparison betwesn Qu and Yuﬁl)’ -

From equations (2.%.D) and (2.5.¢), we have

a . 3
VY - iy ) = (- - XZLIHE

_ n~y + 3p .N*‘g _ Nea ka
(n-y+u)¥ N (m-'wf)(lﬂh-l)lb

<ANS> - Be® v . (2.8.3.1)

Y %
. au
e AT e e)

and B a —l {u(n-'v--u)(N*:?) ..

N-1) T tasy)a-yeu)? 2.y

#ndéy the same madel as in sahsection (2,5,1) we get

V(§“) - V(¥ ) = AN(nzsi + 32 ) - BaN? {E(pf)-cw(p‘spg'l)}

2an? £(f) 2 L mN)B-
WD [lj_’pz"m""a 17

+ BaN® <:w(pt.\;af“1 )

Now, after a littic aimplification we get that

HE _pa(H,noy) fooyes)
oepZ —ps(RLesany) fets)




Therefore,

anu N2 E(F ) r o2 _

(n - Ya-yra)N-1) b= P

V(T ) 'V"}uﬂ)”

( N ¢ B-Y ’ R« y-ul, aNz u( ney-u)(N -i)+
a2 awhl) (Nel) © @yaeps )R
-]
+ z(n’_v) } Covlp,.p§~ ) .o . (2.8.3.2)

1

Now, (1) if g<3 amd —H(’f :; i‘—:ﬁ%

s

e (2.8.3,9)
thea definitely, V(T,) < vcfnm ). The ineqdality
(2.5. 3. 3) is easily satiefied whea sampling fraction is
small and p i3 not very h;gh. e.g5. for p =.6, N&OO,
.0 310 and y = u =2 this inequality {s satiefied and

A A
Yu is better than Yu(l)‘

1) if 1 and ....&....> N, a-x ) (a-y-u)
() g > . Pa\n )(,,,..W}

& & & (215-3{“)

then definitely V(¥,) ‘V(‘?nm ). The tnequality
(2.8. 2. 4) may be expected to be satisfied in small
popuhtldan with high sampling fraction and very high
correlation coefficient p, ¢.g. when p = .9, N=50,

n = ]O and y a Z the inequality holds.



0‘7.
) according as

(181) 1£ g =1, thonv(¥ ) 2 vn?nm

pz ?f:( N s 2-Y) Dey=-y
1-p a 2u n-yty

Further, if g = 2, assuming that r = u {(i.e. not more
than one observation is missing from aay group), it

follows from (2.5.3,1) that V(Qu) =2 V(‘Qu(l) ) according as

N _(h:i2yNM-F) a/ ‘
STy

n 2y,
/
» - l‘/ (z. 5. 3' 5)
/
It is cleary from (2.8.3.8) that for g = 2, ?ﬁm may be

axpected to be better than Qu if the population is skew,

p is high, N,n and y are such that the insquality

N ~ (n-2y)(N- ¢
N = pf > (1eph) [ — Y)z !,z J
t=} a 2y

is satisfied, for example , if N ép:' a4, pz w6,
N=z 10O, a= 20, § =2 then V(Y“) > V(Quu) ).

Further,, it {s clear from (2.8..3.1) that if
us0 i,e. yobservations are missing from y/2(=s)
groups, then "!\'“ is definitely better than Qu(l) without
rest riction of any medel,
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2.5.4, Comparison betwesn ‘? u(2) and '?‘s

Setting y =2u in (2.8.d) we get

a ~ (nt2y ) N - _nz (n-!y)
V(Y ) = ’ -— _/ﬂ'
u(2) L nZ N-. 1 8n J-’ j
N N
- n-2y N n >3] 2 , (ptp ) ......_...._J'
B N-1T O a yat g e ‘ 3 pj.)
aly g2( 0 _yp. L2,/ z PPy
n J j pj n / <,r jj
L4 TR/ LY R W
(py#py.) ( S o el m,.)}_/
J

Since in most of the cases the last term on the r.h. 8.
is expected to be negative , we may write »
- n+ Zy N - Z' a -2y i

V(¥ g0 ) < - .
w2) )£ n® N1 gan J

from (2.5.a) apd (2.8.4.1), it follows that

A Njp.
V(¥ V(¥y2y) [ ,,_,,l (n;z(;)f)n/zl ns;zvj :lzpf Je
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Do 2 1;;,3 L (2N -3) 1
nz(N-l) (rr-v)

orus B S0, O E) PR
yy ) > o - v) {n ~y)(a-2v)

c s oo (2.5.4.2)

In highly skewed populations, whare Epjz > ﬁs.i.

holds, ths ineguality (2.8.4.2) can be expected to ba
aaﬂiﬁqd in which case ?ru(l) is superior tqf’ ?"u.

/

2.8.8. Comparison between (? and"’Y (37‘:

/
From (2.5.4.1) and (2, 8.b) it follows that
L
when y = a /

(n+2y)(N - % )

A L 3 ¥
V) - V(¥ ) 2o 8 <L

v aa(N-l)
_n - 2y gpz _ N;n J'z
]

B 1 )

2
= ANB:-BVB «es . (2.8.8.1)
where A = y/(a-vy) and
(ni-a‘y)(N - 'E."'a ) . n 2y gpa _ Nen

P TR gn J2 (a-y)(N-1)

Now, B 2 O according as
n

nt2y N+3 Nen a-2y N

2 N1 (neyNe) w4



! «BO=

or agcording as

n PV e ‘I);&(N.u 1;9:!
(n-y)o-2y) (a-v} 4 4a

e o{2.8.5.2)
Now, it follows from ‘(2.5.5.3) that if the population {s
vary skew and the sampling fraction is not very amall
then B may be legs than or equal to zoro in which case
i {9 clear from (2.5.85.1) that %ula) te mose efficient

A

then Yu’

N
When B> O i.e. ,"'a - w) z
(a-y){a-2y ) (n-yh

we constder the model discuesed in subsection(2.B.1),
The ineguality (2.5.5.1) reduces ty

o 2
V(T - V@) > £ef) [ i? {ovn B -1}_/

+ Ban? Cm(pt.pts'l ) ... (2.8.8,3)
After a littla simplification it may be varified that

-2 - 1«..‘..‘..;.:?.}’_ (L. 1+2 - (n-zv)(n -¥) (N-1) a’p’
N 4
It jfxnj 2 &g+ then
(1) %Y‘ 1Y n;zr(_g. — i » a\() (n‘z\z(ﬂ*\')
ne2
“ 2



-510

Thus, from (2.8.85.3), it follows that

A A 2 2 -2vIN
V(T - V(¥ ) 2 S EGE) [;“ff - 5’-‘——3— .7
+ BaNz GW(ptpptg*l ),-

Bince B> O,for g = ), V(Yu) ;N(Yu(z)) it

2
-2y)N
P }(n "),

2 2

s oy v (2.8.5.4)
1=-p n

!

/
/
This inequality may be expscted to hold good, if p is

very high and aampling fraction i; also high. But at
the same time when sampling fraction is ﬁ!gh » B may
be expected to be nagativa ithich case fn(z’ is
superior to ¥, Thus mostly, a highay sampling
fraction alongwith the skewness of the population and
a high value of p ensures the superiority of §u§ 2)

over \Atu under the model considered hare.

2.6. Comparison of gatio estimate with the R.H. C. estimate

A comparison between R.H.C. estimate and
the ratio estimata under simple random sampling is of
some practical interest. Since the bias in QR is negligible
when sample size is large the comparison under reference
is restricted to large samples only. The . vartouace .

' of the ratio eatimate, viz,,



n
Z Yy N
QR - id (z‘i ) . s & (20601)
a i}
x
i=1

is given, to the first oxder of approximation, by

N
V(¥g) = -;(N(‘i—"l‘% 13 (y, - Rx,)? cee (2.6.2)

where R = Fpy/R,, - Putting p, = x, / NEy (in (2.6.2), it
follows that

A N
v{¥g) = ;l’%?—f% R (vy - Ypi)a I ae e (2.6.3)
/

Also, the variance of the R.H.C. u_ﬂrmato is given by
/
v(¥) = a_yu-n gL(Y-Yp)z (2.6.4)
Nl ia p 08 \
/
where N is a multiple of n and Ny=N,=... N, = N/p,.
Under the model considered in subsection (2.5.1),(2.6.3)

reducaes to

V(¥y) = 1)1.}!-._?} z t ‘%ﬁ)’ aNE(pf ) . . (2.6.5)

where the expectation {s now taken over all values of pt"'

Alsé, from (8.6.4)

v(¥) al(h;; aNE (p, $71) e (2.6.6)
Therefore,
v(fg) vid) « B an?/Tm) - 4 2Gfh 7

g N-n 2 g-1
Ay = Covipgery )
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Since Cov(pt.p:'l) % O accordinglyas g > 1

‘therefore V(Q’R) % V(Q’) accordingas g =1

.« +{2.6.7)
Now, since g usually lies between 1 and 2, we may
expect ¥ ta be superior to QR in such cases. Thie
corraborates the result already obtained independently
by Avdhant and Sukhatme uader a different finite population
model (cf/ ¢ /). ,

/
When y observations are migéing,the ratio

estimate based on {n-y) cbservations is
e i

Y
Ey N ’

A i

Yoo » e— (2 x ) oo (2.6.8)
23:1 i‘l . ,
{a / \

N/ N-(a-y)_/ N
Y1) g

and V(¥p ) = (r;-¥p)® . < (2.6.9)

Also from (2.2.9)

N .
3 (5 - vp) B Ay

3 N-na
V(Yu) = -——-—-—-—-—( n-y}(N-l ) 13 P,

LI L] (zl6010)

under the model considered in (2.5.1)

A F N
- 2 -n
YO Va) * o @8 T

N
N{N-aty) 2
“ {n-y)(2¥-1) tfl"‘

Aftdr a litlle simplification we see that



-S4~
A A 2
- = -—1“—- z a —— it a.l
V(Yu) V(Yam, n-y R 3: ney) ,1)-Cov(ptopt )

where the covariance is taken over all pt'l. Now,since

g2 s o N E(pf ), therefore

[ ] Nl
g
50wl ‘u 2g8 _ (NealN g2 Cov(ptypt )

A A
Thus V(Y )> V(¥g.) U

il (N-n)CovipupS)
8e ‘VE(Pt‘) /‘ /

2 / “1
ortf, P 5 M) Covlegre ) e
1-p2 Y E(pf )
J/

When g < 1, this inoqmliﬁly always held‘l good.

Thus, even in the case when some observations are miss-
ing the ratio estimate is superior to the R.H.C. estimate
when g < 1. Moreover, for p -» 1, this inequality
always holdas. 8¢, when g is slightly greater thag unity
and p is sufficiently large, llt appears that the ratio

4

estimate is superior to the R.H. C. estimate under the
model considered hare. |



SUMMARY

When soma sample observations are missing, the
R.H.C. estimata of the pupulation total, based on the
available observations, is not unbiased. A correqpond:
ing unbiased estimate has been considered which shows
a considerable increase in its variance. Two alter-
natives to the R.H, C. scheme are proposed and the
corresponding estimation procedures have been developed.
The two proposed estimates aré compared with the unblased
estimate corresponding to the R.H.C, fch;me with and
without missing observations undez ,tho well known
Cochran's finite population model. T;t 1s found that in
soma situations the proposed ICEI.!,!IQU prov“iﬁo‘ better
estimates than the R,H.C. scheme. The unbiased
estimate of the population total under the R.H.C. scheme
with missing observations is allao compared with the
corraspanding ratio estimate as derived from s simple
random sample. It is seen that the ratio estimate is
more efficient than the R.H.C. estimatewhon g < 1
and also when g is slightly greater than unity and p is
sufficiently high.
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