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Abstract. A block design with neighbour effect(s) is said to be neighbour balanced if every treatment has every other treatment
appearing constant number of times as neighbour(s). These designs are used when the treatment applied to one experimental plot
may affect the response on neighbouring plot(s) besides theresponse to which it is applied. Neighbour-balanced designs ensure
that no treatment is unduly disadvantaged by its neighbour(s). However, there is a possibility that some of the observations could
become unavailable for analysis. In this paper, we examine the robustness of neighbour balanced complete block designswhen
specific observations are missing. The information matrix for direct treatment effects of the resultant design (one-sided neighbour
effects) after missing of an observation from a block is derived and the efficiency of resulting design is investigated. Robustness
of neighbour balanced complete block design has also been investigated against missing of more than one observation. The
efficiencies are found to be quite high indicating the designs to be fairly robust against missing observations.

Keywords: Neighbour balanced block design, missing observations, information matrix, eigenvalues, direct and neighbour effects

1. Introduction

Experiments conducted in agriculture often show neighboureffects i.e., the response on a given plot is affected
by the treatments on the neighbouring plots as well as by the treatment applied to that particular plot. Neighbour-
balanced designs, wherein the allocation of treatments is such that every treatment occurs equally often with every
other treatment as neighbours, are used under these situations. Neighbour-balanced designs ensure that no treatment
is unduly disadvantaged by its neighbours. These designs permit the estimation of neighbour effects besides the
direct effects of treatments. Understanding the structureof the neighbour effects helps in minimizing the bias in
direct treatment effects to great extent.

Series of circular neighbour balanced block (NBB) designs have been developed in the literature. Azais et
al. [5] have given a catalogue of complete and incomplete NBBdesigns. Tomar et al. [6] have developed series of
incomplete NBB designs and Jaggi et al. [15] have obtained series of partial NBB designs. Jaggi et al. [14] have
studied the optimal properties of complete block design with neighbouring competition effects.

In a well-planned experimental work, situation may arise where some observations are lost or destroyed or
unavailable due to certain reasons that are beyond the control of the experimenter. Unavailability of the observations
destroys the orthogonality and the balance of the design andalso affects the inference.

In the literature, robustness of designs has been studied bymany research workers with different angles. The
common factors which generally disturb the structure of efficient/optimal designs are missing data [e.g. missing
observation(s), missing treatment(s), missing block(s) etc.]; presence of outlier(s); presence of a common trend
effect in one or more spatial dimension; inadequacy of assumed model (e.g. correlated error structure, inequality of
error variances, incomplete model, etc.); exchange or interchange of treatments. Among all these disturbances, the
commonest factor responsible for disturbances is the missing observation(s).
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The robustness of several kinds of block designs against theunavailability of data has been investigated in
abundance, for example, see Hedayat and John [3], Ghosh [8–11], Ghosh et al. [13], Srivastava et al. [7], Bhaumik
and Whittinghill [4], Ghosh et al. [12], Das and Kageyama [1]and Dey [2]. Gupta and Srivastava [16] investigated
the robustness of block design against the unavailability of some disjoint blocks. As a special case, they also showed
that resolvable balanced incomplete block (BIB) designs are fairly robust against the unavailability of one resolution
set consisting of disjoint blocks.

Ghosh [8] introduced connectedness criterion of robustness, in connection with BIB designs. The criterion
considers a connected designd, i.e., a design in which all the elementary treatment contrasts are estimable, and the
residual design(d∗), the design which has actually remained after some disturbance, sayη, has occurred. The design
d is said to be robust against the disturbanceη, if the designd* is connected.

Although the designd may be robust in the sense of connectedness, the residual design d* may not be efficient as
compared to the original design. Hence, efficiency criterion is also of much importance. According to this criterion,
a design is robust against the loss of observations, if the efficiency of the residual design is close to the efficiency of
the original design. IfCd is the information matrix of the original connected designd and isCd∗ that of the residual
designd*, then the efficiency E of the residual design relative to theoriginal design is given by

E =
Harmonic mean of non-zeroeigen values ofCd∗

Harmonic mean of non-zeroeigen values ofCd

(1)

The purpose of this paper is to assess the consequences of missing observations from blocks of NBB design. In
particular, we investigate the robustness of complete NBB designs under one-sided neighbour effects model against
missing of an observation. Further, the efficiency of complete NBB designs has also been studied with more than
one observation missing.

2. Model

Consider v number of treatments to be studied in b blocks withn experimental units under the following additive
fixed effect model with one-sided (say, left side) neighboureffect:

Y = µ1 + ∆′τ + ∆′

1δ + D
′β + e,

where,Y is n × 1 vector of observations,µ is grand mean,1 is n × 1 vector of unities,∆′ is n× v incidence matrix
of observations versus direct treatments,τ is v× 1 vector of direct treatment effects,∆′

1 is n × v incidence matrix
of observations versus left treatments,δ is v × 1 vector of left neighbour effects,D’ is n × b incidence matrix of
observations versus blocks,β is b × 1 vector of block effects ande is n × 1 vector of errors.

Further let,
∆∆′

1 = M , v × v incidence matrix of direct versus left neighbour treatments
∆D

′ = N1, v × b incidence matrix of direct treatments versus blocks
∆1D

′ = N2, v × b incidence matrix of left neighbour treatments versus blocks andr = (r1, r2, . . . , rv)’ be the
v× 1 replication vector of direct treatments withrs (s = 1, 2, . . . , v) being the number of times thesth treatment
appears in the design.

r1 = (r11, r12,. . . , r1v) be the v× 1 replication vector of the left neighbour treatments withr1s being the number
of times the treatments in the design hassth treatment as left neighbour.

Rτ = diag (r1, r2, . . . , rv) = diagonal matrix of replication of direct treatments
Rδ = diag (r11, r12, . . . , r1v)
K = diag (k1, k2, . . ., kb) = diagonal matrix of block sizes, wherek1, k2, . . . , kb are the sizes of the b blocks.
The joint information matrix (C) for estimating direct and left neighbour effects is as follows:

C =

[

Rτ − N1K
−1

N
′

1 M − N1K
−1

N
′

2

M
′
− N2K

−1
N

′

1 Rδ − N2K
−1

N
′

2

]

(2)

From above, the information matrix for estimating the direct effect of treatments is obtained as given below:

Cτ = C11 − C12C
−

22C21 (3)
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with C11 = [Rτ − N1K
−1

N
′

1]; C12 = [M − N1K
−1

N
′

2] andC22 = [Rδ − N2K
−1

N
′

2].
The matrixCτ is symmetric, non-negative definite with zero row and columnsums and Rank (Cτ ) 6 (v–1).

Similarly, the information matrix for estimating left neighbour effects (Cδ) can be obtained.
A block design with one-sided neighbour effects is said to beneighbour balancedif every treatment has every

other treatment appearing constant (sayλ) number of times as a left neighbour. Similarly, under two-sided neighbour
effects model, a block design is neighbour balanced if everytreatment has every other treatment as left and right
neighbour constant number of times. These designs are circular in the sense that treatment in the left border is the
same as the treatment in the right end inner plot and the treatment in the right border is same as the treatment in the
left end inner plot. It may be mentioned here that the observations are not recorded from the border plots; these plots
are taken only to have the neighbour effects of treatments atthe end plots of the blocks.

3. Robustness of one-sided neighbour balanced block designs

We consider here the class of complete NBB design with v treatments (v prime) inb = v − 1 blocks,r1 = r2 =
. . . = rv = v − 1, k1 = k2 = . . . = kb = v andλ = 1 (Azais et al. [5]) obtained by taking thejth block (j = 1, 2,
. . . , v − 1) of the design as:

v j 2j. . .(v − 1)j modulov

The structure of various matrices for this class is as follows:

M = J − I, N1 = N2 = J, Rτ = Rδ = (v − 1)I and K = vI

J is thev × v matrix of unities andI is an identity matrix of orderv.
The joint information matrixC as given in Eq. (2) reduces here to

C =





(v − 1)
[

I−
J
v

]

J
v
− I

J
v
− I (v − 1)

[

I −
J
v

]





with,

C11 = (v − 1)

[

I −
J

v

]

,C12 =

[

J

v
− I

]

,C22 =

[

(v − 1)

[

I−
J

v

]]

and C
−

22 =
1

(v − 1)
I.

Therefore, the information matrix for estimating the direct effects and left neighbour effects of treatment is

Cτ = Cδ =
v(v − 2)

(v − 1)

[

I−
J

v

]

Example 1: Following is a circular complete NBB design with parametersv = 7, b = 6, r = 6, k = 7 andλ = 1
balanced for left neighbour:

6 7 1 2 3 4 5 6
5 7 2 4 6 1 3 5
4 7 3 6 2 5 1 4
3 7 4 1 5 2 6 3
2 7 5 3 1 6 4 2
1 7 6 5 4 3 2 1

Now, let us assume that the observation pertaining to right most plot of a block containing the direct effect of any
treatment and respective left neighbour effect is missing.This is feasible since in experimental layout in the field,
edge of blocks is more vulnerable for physical damages.

For mathematical simplification, it is assumed that the observation pertaining to right most plot of the last block
containing the direct effect of treatment numberv and respective left neighbour effect is missing. Since the design
is circular, without loss of generality the contents of the last block can be rearranged in such a way that right most
plot of last block have treatment numberv.
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After missing of last observation from last block, the various incidence matrices of the residual design (denoted
with *) are changed as follows:

M
∗ = M −

[

0v−1 0v−1

1 0
′

v−1

]

,

N
∗

1 = N1 −

[

0v−1,v−2 0v−1

0
′

v−2 1

]

=

[

Jv−1,v−2 1v−1

1
′

v−2 0

]

,

N
∗

2 = N2 −

[

0
′

v−2 1
0v−1,v−2 0v−1

]

=

[

1
′

v−2 0
Jv−1,v−2 1v−1

]

,

R
∗

τ = Rτ −

[

0v−1 0v−1

0
′

v−1 1

]

=

[

(v − 1)Iv−1 0v−1

0
′

v−1 v − 2

]

,

K
∗ = K−

[

0v−2 0v−2

0
′

v−2 1

]

=

[

vIv−2 0v−2

0
′

v−2 v − 1

]

.

The joint information matrix of the residual design can be expressed as follows:

C
∗ =

[

R
∗

τ − N
∗

1K
∗−1

N
∗
′

1 M
∗
− N

∗

1K
∗−1

N
∗
′

2

M
∗
− N

∗

2K
∗−1

N
∗
′

1 R
∗

δ − N
∗

2K
∗−1

N
∗
′

2

]

with C
∗

τ = C
∗

11 − C
∗

12C
∗−

22 C
∗

21.
Here,

C
∗

11 = R
∗

τ − N
∗

1K
∗−1

N
∗
′

1 =





(v − 1)Iv−1 −
(v2

−2v+2)
v(v−1) Jv−1 −

(v−2)
v

1v−1

−
(v−2)

v
1
′

v−1
(v−1)(v−2)

v





C
∗

12 = M
∗
− N

∗

1K
∗−1

N
∗
′

2 =











−
(v−2)

v

(v−2)
v(v−1)1

′

v−2
(v−2)
v(v−1)

2
v
1v−2

(v−2)
v(v−1)Jv−2 − Iv−2

(v−2)
v(v−1)1v−2

−
(v−2)

v
2
v
1
′

v−2 −
(v−2)

v











C
∗

22 = R
∗

δ − N
∗

2K
∗−1

N
∗
′

2 =





(v−1)(v−2)
v

−
(v−2)

v
1
′

v−1

−
(v−2)

v
1v−1 (v − 1)Iv−1 −

(v2
−2v+2)

v(v−1) Jv−1





and

C
∗−

22 =

[

0 0
′

v−1

0v−1
1

(v−1)Iv−1 + (v2
−2v+2)

(v−1)2(v−2)Jv−1

]

.

Therefore, the information matrix for estimating direct effect of treatments after missing of one observation is

C
∗

τ =













(v − 2) −
(v−2)
(v−1)1

′

v−2 −
(v−2)
(v−1)

−
(v−2)
(v−1)1v−2

(v2
−2v)

(v−1) Iv−2 −
(v4

−6v3+14v2
−13v+4)

(v−1)3(v−2) Jv−2 −
(v2

−4v+2)
(v−1)2 1v−2

(v−2)
(v−1) −

(v2
−4v+2)

(v−1)2 1
′

v−2
(v3

−5v2+7v−2)
(v−1)2













.

The non-zero eigenvalues ofC
∗

τ are obtained asv(v − 2)/(v − 1)with multiplicity (v − 2) andv(v − 3)/(v − 1)
with multiplicity one. The efficiency of residual design as per (1) is worked out as:

E = (v − 1)(v − 3)
/

(v − 2)2.
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Table 1
Efficiencies of complete NBB designs with missing observation(s)

Design parameters Number of missing Efficiency of residual
Number of Number observation(s) design for direct effects
treatments of blocks relative to original

5 4 1
2

0.89
0.79

7 6 1
2
3

Right most plots of each block

0.96
0.92
0.88
0.79

11 10 1
2
3
4
5
6
7
8

Right most plots of each block

0.99
0.98
0.96
0.95
0.94
0.93
0.92
0.91
0.90

13 12 1
2
3
4
5
6
7

Right most plots of each block

0.99
0.98
0.98
0.97
0.96
0.95
0.94
0.91

17 16 1
2
3
4
7
9
11
13
14

Right most plots of each block

1.00
0.99
0.99
0.98
0.97
0.96
0.95
0.95
0.94
0.93

19 18 1
2
3
5
8
11
14
17

Right most plots of each block

1.00
0.99
0.99
0.98
0.97
0.96
0.95
0.94
0.94

We consider design to be robust if the loss in efficiency of theresidual design is not more than 5% and fairly robust
if the loss in efficiency is between 5% and 10%.

Table 1 gives the efficiency of residual design forv < 20 (only for prime numbers) obtained by missing one
observation from last plot of blocks of the class of designs described in the beginning of this section. Since the
design is totally balanced in the sense that variance of any estimated elementary contrast among the direct effects
and among left neighbour effects of treatments is constant,therefore the efficiencies of only direct effects have been
reported. It is seen that as v increases efficiency increases. Thus, the class of complete NBB designs considered are
robust as per the efficiency criteria given in Eq. (1) for the number of treatments exceeding five when one observation
is missing.

Obtaining theoretical expression ofC
∗

τ for missing of more than one observation is complicated. Hence, it is
difficult to find out the eigenvalues of this matrix in explicit form. The information matrix and eigenvalues of the
information matrix have been thus obtained by developing a SAS code using PROC IML (SAS software package).
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Table 2
Efficiencies of complete NBB design when observation(s) missing from last block

Design parameters Number of missing Efficiency of residual
Number of Number of observation(s) design for direct effects
treatments blocks relative to original

5 4 1
2

0.89
0.79

7 6 1
2
3

Last block

0.96
0.92
0.88
0.80

11 10 1
2
3
4
5
6
7
8
9

Last block

0.99
0.98
0.96
0.95
0.94
0.93
0.92
0.91
0.90
0.89

13 12 1
2
3
4
5
6

Last block

0.99
0.98
0.98
0.97
0.96
0.95
0.91

17 16 1
2
3
4
7
9
11
13

Last block

1.00
0.99
0.99
0.98
0.97
0.96
0.95
0.95
0.93

19 18 1
2
3
5
8
11
14

Last block

1.00
0.99
0.99
0.98
0.97
0.96
0.95
0.94

The efficiency of residual design for the loss of more than oneobservation is also reported in Table 1. Here also, the
efficiency is quite high for the loss of few observations except for the casev = 5. But there is a decreasing trend in
efficiency with increase in number of missing observations.

The non availability of observations may also happen from blocks in many situations. Suppose in an agricultural
experiment, there is a patch of pest damage in the field and as aconsequence the experimenter was unable to get
observations from those blocks which happened to be in that patch. It is therefore logical to study the robustness of
the designs against loss of observations from blocks. Table2 present the efficiency of residual design after missing
of observations from last block of complete NBB design. Herealso the efficiencies are quite high and the designs
are fairly robust against missing observations.
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