MANUAL ON
GOOD PRACTICES IN EXTENSION

RESEARCH & EVALUATION

Regressmn Data\ 1terpretati
-Extension
Methods Thematlc AnaIySIs Designs
Standard Dewatlon D = - Validity

Ethlcs Resea I'Ch Margln of Error

Journals BIffGI5hE

Modeling Monitoring Constructs ™~~~
Pollcy Impllcatlons U"i"“"' ,
periment: Varlance Evaluatlon

Inference
Replication

Variables
Ps vchomertr ICS

Agi Ii lEi nsio
ou

CRISP




Agricultural Extension in South Asia (AESA)

www.aesa-gfras.net
C/o Centre for Research on Innovation and Science Policy (CRISP)
Road No. 10, Banjara Hills, Hyderabad-500 034, INDIA

www.crispindia.org

In collaboration with

Manual on Good Practices in Extension Research & Evaluation

P Sethuraman Sivakumar, B S Sontakki, Rasheed Sulaiman V, Saravanan R and Nimisha Mittal

P Sethuraman Sivakumar, Senior Scientist, ICAR-Central Tuber Crops Research Institute (ICAR-CTCRI),

Thiruvananthapuram, India http: //www.cteri.org

B S Sontakki, Head-EXM Division, ICAR-National Academy of Agricultural Research Management (ICAR-

NAARM), Hyderabad, India https://naarm.org.in

Rasheed Sulaiman V, Director, Centre for Research on Innovation and Science Policy (CRISP),

Hyderabad, India http://www.crispindia.org

Saravanan R, Director (Agricultural Extension), National Institute of Agricultural Extension Management

(MANAGE), Hyderabad, India http://www.manage.gov.in/

Nimisha Mittal, Program Manager, Centre for Research on Innovation and Science Policy (CRISP),

Hyderabad, India http://www.crispindia.org

Extracts from this material may be reproduced for personal and not-for-profit use with due

acknowledgement to AESA.

February 2017



19.1 Introduction
*  Measuring agricultural technology adoption
is a multi-faceted process involving several

choices and decisions to be made based on
the research questions, resource availability,
expertise of the researchers, etc.

* In general, adoption is assessed at the

Modeling Adoption

of Agricultural

Technologies _
*  The most popular method employed in

Sivaramane N adoption study is Logit model. Logit model
is a limited dependent variable model

individual, institutional and societal

levels. Various theories and processes

of measuring adoption are discussed
elsewhere (Sivakumar and Sulaiman, 2015).

where the dependent variable is binary.
This model is used in identifying the factors
influencing adoption. However, this model
is not applicable in cases where the
dependent variable has multiple options or
where it is of ordinal type.
* In this module, two econometric approaches,
namely, multinomial logit and ordinal logit
model employed in modeling adoption, are
Introduce Modeling adoption of discussed in detail.

agricultural technologies

Explain the multinomial and 19.2 Discussion

ordinal logit models

Suggest future work on adoption *  Multinomial model is an extension of the

modelling binary logistic regression model where the
dependent variable is nominal and has
multiple options.

* A farmer has the option of selecting a
particular variety of crop for this season, or
he /she takes the decision to dispose farm
produce in an accessible market. Here the
dependent variable is discrete and one
choice is selected ultimately by the farmer
based on several factors taken up for study.

* In case the dependent variable of the
regression model is a rank or ordinal
variable, ordinal logit/probit model will
be more appropriate. For instance, the
category of adoption of a particular
technology (early adopters, late adopters
and non-adopters) as a function of socio-
economic variable falls under ordinal
logit /probit category. The models can be
selected based on the nature of dependent
variable (Box. 19.1).




Box 19.1:Svitability of econometric models for adoption

Adoption as categorical dependent variable

* Response categories — Adopted /Non-adopted; Adopted /Partially Adopted; Choice of
variety;

*  While logit model is a non-parametric model, it enjoys wider acceptability in social science
research;

*  Probit which is based on normal distribution is widely used for experimental data.

Adoption as a composite dependent variable

¢ Composite variable — Adoption Index
* Censored regression model, such as Tobit, can be used

A. Multinomial logit model

This model is similar to logit model except that the dependent variable has more categories. In this case,
the independent variable adoption has qualitative categories which are not ordered. Examples are:

*  Choice of varieties sown;

*  Selection of brands of pesticides, fertilizers, etc.;

*  Choice of occupations;

*  Choice of brands of soap, television, newspaper, etc.;

*  Choice of color of shirt, bag, cycle, vehicles, etc., within the brands.

Logit model generally requires more samples or data points unlike linear regression model. Multinomial
logit model also requires a relatively large data set. The multinomial model generates j-1 sets of
parameter estimates, comparing different levels of the dependent variable to a reference level. This
makes the model considerably more complex, but also much more flexible. The general form of the
model is

P(}: o ..’ff) 1+E_§:‘3 Bx‘pl:‘xiﬂj:lfur RSk
] A
i Xi 1{-3}{:: ax‘plf.‘{iﬁ'}]

1. Ordinal logistic regression

The ordinal logit model is very similar to the multinomial model except that the values or classes are
ordered. Variables containing scores, ranks or ratings can be used in ordinal logit model. Examples are:
* Different levels of adoption of varieties — fully adopted, partially adopted, non-adoption;

* Rating of nine varieties of rice crop based on its adaptation to climate change.

The ratings in ordinal logit are modeled as

Rating=1, | .
ating=1, 109 & i pittPy
. Py +P
Rating=1 or 2, log ——— ......
P3+--+Py
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Py+Py+e+P,
Rating=1 or 2 or ....or 8,log 2—2— 8
Py

For example: The following data set containing the preference ratings of varieties of rice (Table 19.1)
chosen in case of an extreme event (drought).

Table 19.1: Varieties of rice crops suitable for climate change; An option survey of farmers’ selected
particular option

Ratings | Ratings | Ratings | Ratings | Ratings | Ratfings | Ratings | Ratings | Ratings

] 2 3 4 5 6 7 8 9
Va r]ie” 0 0 ] 7 8 8 19 8 ]
Va ;ie” 6 9 12 1 7 6 1 0 0
Va geh’ 1 ] 6 8 23 7 5 ] 0
Ve je” 0 0 0 ] 3 7 14 16 1

Note: The figures in the table indicate frequency of farmers’ selected particular option which is used as input for fitting ordinal
logistic model.

2. Interpretation of results
(i) Odds ratio

An odds ratio (OR) is a measure of association between an exposure and an outcome. The OR
represents the odds that an outcome will occur given a particular exposure, compared to the odds of the
outcome occurring in the absence of that exposure.

OR= exp(b)
Where bi are estimates of logistic model. Odds ratio describes the odds of selecting an option over the
reference option.

(ii) Pseudo Rsquare

This measure is used to compare among the models. SPSS outputs three Rsquare measures, viz., Cox
and Snell, Nagelkerke, and McFadden. All these tests are used for comparisons, however, varying in the
degree of rejection of null hypotheses.

(iii) Reference category

Reference category is used for comparison with other selected categories. Care should be taken

to choose the reference category so that the logistic estimates are positive which helps in proper
interpretation.

(iv) Receiver Operating Characteristic curve (ROC)

ROC curve is a graphical plot drawn by plotting the true positive rate (known as sensitivity) against

the false positive rate (1 - specificity) at various threshold settings. This analysis provides tools to select
possibly optimal models and to discard suboptimal ones.
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B. Multinomial logit using SPSS

The model dataset mlogit.sav, which is provided along with SPSS software is used in this example. The
same can be downloaded from University of California, Los Angeles website. This data set explains an
experiment involving 200 high school students and their scores on various tests, including a video game
and a puzzle. The outcome measure in this analysis is the students’ favorite flavor of ice cream — vanilla,
chocolate or strawberry. The screenshot below shows the type of variable used in multinomial logit

model. The dependent variable (ice cream) is measured as nominal, and similarly the gender variable
(FEMALE).

@ "miogit.sav [DataSet]] - IBM SPSS Statistics Data Editor
File Edit Wew Data Transform Analyze DirectMarketing Graphs Utiliies Add-ons Window Help

SHAM e~ FLA R BE B2 109 %

| mame | Type | Width | Decimals|  Label | Values | Missing | Columns|  Algn | Measwe | Role |
1 id String 9 i None None 8 = Left @5 Nominal N Input
__2_ female Numeric 9 o gender {0, male}.._ MNone 8 = Right 'E_} Nominal N Input
3 icecream  Numernc 10 0 favorite flavor of  [1, chocolat . None g = Right & Nominal  [@Target =]
4 video Numenc 9 0 score on video .None MNona 8 = Right & Scale e Input
__-5__ puzzle Numernic 19 0 'scare on puzzl... MNone None 8 = R'hght. é’ Scale N Input
? —
g

For employing multinomial logit model, select the appropriate option: ANALYZE> REGRESSION >
MULTINOMIAL LOGISTIC ... (refer to the screenshot below).

@ rlogit.sav [DataSet1] - IBM SPSS Statistics Drata Editor
File Edil View Dafa Transiorm  Analze Dh‘id!alﬁﬂh‘lg Graphs  Utblitties  Add-ons  Window  Heip

: Reports y 3 b, == A
EL T EEl B
F——V __.@_ Srh, e Descriptive Statistics " = B S = |:1'—-I J' ] “i
1
| Tablas »
| id | femsle |  compare Means v Rt var=] e E o]
e 70.00 m3  GeneraiLinearModel  » 57.00
-__-E 121,00 fe Generaliged Lingar Models ¥ 6100
= A5 141.00 Coactiait y | 5600
i ::ix Begresaien " Automatic Linear Modeling.
=—;.'— Eﬂ-ﬂﬂ Loglinear 3 K Linear
=3 x
g i 11.00 2;::!?‘ == : B curve Ectimation._.
) g4 .00 : Partial Least Squaras. .
—= Cimension Reduction "
En L i :q n , | EABinary Logistie..
1 | 75.00 =
= _12 — 60.00 mﬂ Monparametric Tests * E Mulnomial Logistc...
) : m1 Forecasting r Ordinal...
13 95.00 s
=34 | 104.00 m i D ¥ Eﬁubﬂ.
15 38.00 1 Mullipie Response » Monlingar .
=+ =] 115.00 ma [ Migsing Value Analysis. Wil weight Estimation. .
. 76.00 Multipte Imputation v | [ 2-stage Least Squares..
2L &, 135.00 Complex Samples 4 Optimal Scaling (CATREG).
" 114.00 Quality Conrol ¥ T ETOO
g ilid B B5.00 & roc cune 46.00




Ice cream is chosen as the dependent variable and chocolate is used as the reference category by
specifying the option FIRST. Though it is not mandatory, the reference category is chosen in such a way
that the odds-ratio is greater than one.

#3 Multinamial Logistic Regression b4

Dependent

o il T oo Tice creamiFirst} I -
(Refersnce Categary. | =

Factor(skx
& gender [femala]

&

Covaniatels)
& score onvideo gam.

m fEmrempuﬁ:IEqa..

The output is given below:

Pseudo R-Square

Cox and Snell .153
Nagelkerke 174
McFadden .079

Parameter Estimates

(Favoriie flavor of ice B Std. Error | Wald df Sig. Exp (B) 1

cream®

Vanilla Intercept
video .024 .021 1.262 1 261 1.024
puzzle .039 .020 3.978 1 .046 1.040
[female=0] .817 391 4.362 1 .037 2.263
[female=1] O° . . 0 .

Strawberry Intercept -6.819 1.442 22.351 1 .000
video .046 .025 3.430 1 .064 1.048
puzzle .082 .024 11.816 1 .001 1.085
[female=0] .849 448 3.592 1 .058 2.338
[female=1] 0° 0

°The reference category is chocolate.
This parameter is set to zero because it is redundant.

Pseudo R-square should be interpreted with caution and at least it should not be used as a measure of
capture of variation in Y as the case in linear regression. It may be used only for comparison among
models. The higher the pseudo R-square, the better the fit is. The third flavor, chocolate, is taken as the
reference category by selecting the FIRST option in SPSS. See the dialog box where FIRST option is




specified next to Ice cream under dependent variable. The parameter estimates showed that in vanilla
equation, both the variables video and puzzle are insignificant. While in strawberry equation, the choice
of the ice cream is dependent on video and puzzle scores. This reveals that as the score of video and
puzzle increases, strawberry flavor is preferred over chocolate flavor. Exp(B) shows the odds-ratio of
respective variables. Female=0 indicates category ‘MALE’.

A detailed discussion on this example is given in IDRE-UCLA Webpage (http://www.ats.ucla.edu/stat/
spss/output /mlogit.htm)

C. Ordinal logit using SPSS

The model dataset orice.sav is used for this demonstration. The dataset is fed into SPSS in the format
as shown in the screenshot. Then to call Ordinal Logit dialog box, click ANALYZE > REGRESSION >

ORDINAL.
T e
5 jem e Svmpes. o st
Al e = 0o E ——————— = i = L i
A 5 Cudingl Regrestion e
E : : ependent
5 5 — 1 & heq * | [@ Rating
E . I . Fadors)
- @ @ vanety
é ' - ovatiate(s)
5 . S (Lo _J | £aste || Beset || cancei] | Hep |

The variable VARIETY is nominal, hence included under FACTOR(S). Don’t forget to select the option
LOGIT link after clicking OPTIONS... as shown in the figure below.

( Estimate Std. Error Wald df Sig. 1

Threshold [Rating = 1] -7.080 562 158.486 1 .000
[Rating = 2] -6.025 475 160.551 1 .000
[Rating = 3] -4.925 427 132.948 1 .000
[Rating = 4] -3.857 .390 97.709 1 .000
[Rating = 5] -2.521 .343 53.971 1 .000
[Rating = 6] -1.569 .309 25.838 1 .000
[Rating =7] -.067 266 .063 1 .801
[Rating = 8] 1.493 331 20.344 1 .000

Location [variety=1] -1.613 .378 18.226 1 .000
[variety=2] -4.965 474 109.645 1 .000
[variety=3] -3.323 425 61.094 1 .000
[variety=4] 0¢ 0




1 m Ordinal Regression: Opbans =
Depondent [ : sl b
: w Cndent | gptons. (i leratons
L= freg la@Ratimng I.M Waximum foralions hao |
Facor(s) ———— E— 1
HELoatoled L) = lzmmum step-hahing 5 |
g variet | \pemen ) = :
™y o ArEy | = Log-licalingod convergence. o Ll
— | L“w‘*:‘J ;ar.aneber COMvergance 0000007 =
| Eﬂm“:.l Tt v E - be il
Covanainz) Confidencs inferval: |5
T | D
™ Dena g i
m— : Singulaity taleranca: 000000001 =
el = e e L Lo . -
[Lox )| Baste || Resst | Cancat] | pieip = i
| continus ) | Cancel || Help |

The output of ordinal logistic model is given below.
Parameter estimates

Link function: Logit.

a. This parameter is set to zero because it is redundant.

Here the rating 9 is taken as the reference category, if rating=1 was the reference category, then

the coefficients would have been positive and easy to interpret. There is no option of specifying the
reference category in SPSS dialog box other than FIRST and LAST. It may either be done through syntax
mode or by reversing the rating scale. Finally, the ordinal logit yields n-1 intercepts where n=number of
ratings. The odds ratio may be computed by taking exponential of the estimate.

19.3 Key Points

*  Measuring adoption of a technology is a multi-faceted process, which involves various methods of
analysis and employing various analytical tools as envisaged by researchers/managers/extension
functionaries.

* In advanced modelling, for identifying the factors influencing the adoption of a technology, models
such as binary logistic modeling or logit, multinomial logit, and ordinal logit models are more
pertinent.

*  For the analysis where adoption variable is binary, say, adopted or not adopted, logit model is
used. However, very little literature is available where advanced models such as multinomial or
ordinal model are employed in adoption studies even though they are more pertinent. For instance,
in cases where the dependent model is having more choices or categories, such as a few varietal
options for farmers, choice from a few brands of pesticides available, etc., the multinomial model is
appropriate.

¢ The multinomial model generates j-1 sets of parameter estimates, comparing different levels of the
dependent variable to a reference level. This makes the model considerably more complex, but also
much more flexible.

*  The ordinal logit model is very much similar to the multinomial model except that the values or
classes are ordered. Variables containing scores, ranks or ratings can be used in ordinal logit model.

e In this module, an illustration is provided where Rating of nine varieties of rice crop based on its
adaptation to climate change were used to fit ordered logit model. Measures, such as Pseudo
Rsquare and rationale in selecting the reference category, are discussed in this module along with
reference about testing the fit using ROC curve.

MANUAL ON GOOD PRACTICES IN EXTENSION RESEARCH & EVALUATION




*  The screenshot of SPSS showing the steps involved in performing multinomial logit model and ordinal
logit model is provided in the module.
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