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Modeling Adoption 
of Agricultural 
Technologies
Sivaramane N

19.1 Introduction

Measuring agricultural technology adoption 
is a multi-faceted process involving several 
choices and decisions to be made based on 
the research questions, resource availability, 
expertise of the researchers, etc. 
In general, adoption is assessed at the 
individual, institutional and societal 
levels. Various theories and processes 
of measuring adoption are discussed 
elsewhere (Sivakumar and Sulaiman, 2015). 
The most popular method employed in 
adoption study is Logit model. Logit model 
is a limited dependent variable model 
where the dependent variable is binary. 
This model is used in identifying the factors 

is not applicable in cases where the 
dependent variable has multiple options or 
where it is of ordinal type. 
In this module, two econometric approaches, 
namely, multinomial logit and ordinal logit 
model employed in modeling adoption, are 
discussed in detail.

19.2 Discussion

Multinomial model is an extension of the 
binary logistic regression model where the 
dependent variable is nominal and has 
multiple options. 
A farmer has the option of selecting a 
particular variety of crop for this season, or 
he/she takes the decision to dispose farm 
produce in an accessible market. Here the 
dependent variable is discrete and one 
choice is selected ultimately by the farmer 
based on several factors taken up for study. 
In case the dependent variable of the 
regression model is a rank or ordinal 
variable, ordinal logit/probit model will 
be more appropriate. For instance, the 
category of adoption of a particular 
technology (early adopters, late adopters 
and non-adopters) as a function of socio-
economic variable falls under ordinal 
logit/probit category. The models can be 
selected based on the nature of dependent 
variable (Box. 19.1).

Objectives

1. Introduce Modeling adoption of 
agricultural technologies

2. Explain the multinomial and 
ordinal logit models

3. Suggest future work on adoption 
modelling
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Adoption as categorical dependent variable

Response categories – Adopted/Non-adopted; Adopted/Partially Adopted; Choice of 
variety;

research;
Probit which is based on normal distribution is widely used for experimental data.

Adoption as a composite dependent variable

Composite variable – Adoption Index
Censored regression model, such as Tobit, can be used

Box 19.1:Suitability of econometric models for adoption

A. Multinomial logit model 

This model is similar to logit model except that the dependent variable has more categories. In this case, 
the independent variable adoption has qualitative categories which are not ordered. Examples are: 

Choice of varieties sown; 
Selection of brands of pesticides, fertilizers, etc.; 
Choice of occupations; 
Choice of brands of soap, television, newspaper, etc.; 
Choice of color of shirt, bag, cycle, vehicles, etc., within the brands.

Logit model generally requires more samples or data points unlike linear regression model. Multinomial 
logit model also requires a relatively large data set. The multinomial model generates j-1 sets of 
parameter estimates, comparing different levels of the dependent variable to a reference level. This 

model is 

1.  Ordinal logistic regression 

The ordinal logit model is very similar to the multinomial model except that the values or classes are 
ordered. Variables containing scores, ranks or ratings can be used in ordinal logit model.  Examples are:

Different levels of adoption of varieties – fully adopted, partially adopted, non-adoption;
Rating of nine varieties of rice crop based on its adaptation to climate change.

The ratings in ordinal logit are modeled as

Rating=1, log

Rating=1 or 2, log       ......  
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Rating=1 or 2 or …. or 8, log 
 
For example: The following data set containing the preference ratings of varieties of rice (Table 19.1) 
chosen in case of an extreme event (drought). 
 
Table 19.1: Varieties of rice crops suitable for climate change; An option survey of farmers’ selected 
particular option

Ratings
1

Ratings
2

Ratings
3

Ratings
4

Ratings
5

Ratings
6

Ratings
7

Ratings
8

Ratings
9

Variety
1

0 0 1 7 8 8 19 8 1

Variety
2

6 9 12 11 7 6 1 0 0

Variety
3

1 1 6 8 23 7 5 1 0

Variety
4

0 0 0 1 3 7 14 16 11

logistic model.

2.  Interpretation of results

(i) Odds ratio

An odds ratio (OR) is a measure of association between an exposure and an outcome. The OR 
represents the odds that an outcome will occur given a particular exposure, compared to the odds of the 
outcome occurring in the absence of that exposure.

OR= exp(b)

reference option. 

(ii) Pseudo Rsquare

This measure is used to compare among the models. SPSS outputs three Rsquare measures, viz., Cox 
and Snell, Nagelkerke, and McFadden. All these tests are used for comparisons, however, varying in the 
degree of rejection of null hypotheses. 

(iii) Reference category

Reference category is used for comparison with other selected categories. Care should be taken 
to choose the reference category so that the logistic estimates are positive which helps in proper 
interpretation.

(iv) Receiver Operating Characteristic curve (ROC)

ROC curve is a graphical plot drawn by plotting the true positive rate (known as sensitivity) against 

possibly optimal models and to discard suboptimal ones.
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B.  Multinomial logit using SPSS

The model dataset mlogit.sav, which is provided along with SPSS software is used in this example. The 
same can be downloaded from University of California, Los Angeles website. This data set explains an 
experiment involving 200 high school students and their scores on various tests, including a video game 

chocolate or strawberry. The screenshot below shows the type of variable used in multinomial logit 
model. The dependent variable (ice cream) is measured as nominal, and similarly the gender variable 
(FEMALE). 

For employing multinomial logit model, select the appropriate option: ANALYZE> REGRESSION > 
MULTINOMIAL LOGISTIC … (refer to the screenshot below). 
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Ice cream is chosen as the dependent variable and chocolate is used as the reference category by 
specifying the option FIRST. Though it is not mandatory, the reference category is chosen in such a way 
that the odds-ratio is greater than one.

The output is given below:

Pseudo R-Square
Cox and Snell .153
Nagelkerke .174
McFadden .079

Parameter Estimates

creama

B Std. Error Wald df Sig. Exp (B)

Vanilla Intercept

video .024 .021 1.262 1 .261 1.024

puzzle .039 .020 3.978 1 .046 1.040

.817 .391 4.362 1 .037 2.263

0b . . 0 . .

Strawberry Intercept -6.819 1.442 22.351 1 .000

video .046 .025 3.430 1 .064 1.048

puzzle .082 .024 11.816 1 .001 1.085

.849 .448 3.592 1 .058 2.338

0b . . 0 . .

aThe reference category is chocolate.
bThis parameter is set to zero because it is redundant.

Pseudo R-square should be interpreted with caution and at least it should not be used as a measure of 
capture of variation in Y as the case in linear regression. It may be used only for comparison among 

reference category by selecting the FIRST option in SPSS. See the dialog box where FIRST option is 
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The variable VARIETY is nominal, hence included under FACTOR(S). Don’t forget to select the option 

Estimate Std. Error Wald df Sig.

Threshold -7.080 .562 158.486 1 .000

-6.025 .475 160.551 1 .000

-4.925 .427 132.948 1 .000

-3.857 .390 97.709 1 .000

-2.521 .343 53.971 1 .000

-1.569 .309 25.838 1 .000

-.067 .266 .063 1 .801

1.493 .331 20.344 1 .000

Location -1.613 .378 18.226 1 .000

-4.965 .474 109.645 1 .000

-3.323 .425 61.094 1 .000

0a . . 0 .

of the ice cream is dependent on video and puzzle scores. This reveals that as the score of video and 

spss/output/mlogit.htm)

C. Ordinal logit using SPSS

The model dataset orice.sav is used for this demonstration. The dataset is fed into SPSS in the format 
as shown in the screenshot. Then to call Ordinal Logit dialog box, click ANALYZE > REGRESSION > 
ORDINAL.
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The output of ordinal logistic model is given below.

Parameter estimates

Link function: Logit.

a. This parameter is set to zero because it is redundant.

Here the rating 9 is taken as the reference category, if rating=1 was the reference category, then 

reference category in SPSS dialog box other than FIRST and LAST. It may either be done through syntax 
mode or by reversing the rating scale. Finally, the ordinal logit yields n-1 intercepts where n=number of 
ratings. The odds ratio may be computed by taking exponential of the estimate.

19.3 Key Points 

Measuring adoption of a technology is a multi-faceted process, which involves various methods of 
analysis and employing various analytical tools as envisaged by researchers/managers/extension 
functionaries. 

such as binary logistic modeling or logit, multinomial logit, and ordinal logit models are more 
pertinent. 
For the analysis where adoption variable is binary, say, adopted or not adopted, logit model is 
used. However, very little literature is available where advanced models such as multinomial or 
ordinal model are employed in adoption studies even though they are more pertinent. For instance, 
in cases where the dependent model is having more choices or categories, such as a few varietal 
options for farmers, choice from a few brands of pesticides available, etc., the multinomial model is 
appropriate. 
The multinomial model generates j-1 sets of parameter estimates, comparing different levels of the 
dependent variable to a reference level. This makes the model considerably more complex, but also 

The ordinal logit model is very much similar to the multinomial model except that the values or 
classes are ordered. Variables containing scores, ranks or ratings can be used in ordinal logit model. 
In this module, an illustration is provided where Rating of nine varieties of rice crop based on its 

Rsquare and rationale in selecting the reference category, are discussed in this module along with 
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The screenshot of SPSS showing the steps involved in performing multinomial logit model and ordinal 
logit model is provided in the module.
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