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Fish production in India has increased at a higher rate compared to food grains, milk, egg and other food items. The most widely used time series model i.e. autoregressive integrated moving average (ARIMA) model is applied for modelling and forecasting of total inland fish production in India. The annual inland fish production data from 1951 to 2000 were used for building the model and data from 2001 to 2008 were used for validation of the model. To this end, evaluation of forecasting of inland fish production was carried out with dynamic one step ahead forecast error variance along with mean absolute error (MAE), mean absolute prediction error (MAPE) and relative mean absolute prediction error (RMAPE). The forecast of inland fish production in India for the year 2009 and 2010 have been found out as 4360 and 4610 thousand tonnes.
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Introduction

In many parts of the world, fish stock are currently overexploited or have not been adequately managed. As a result catches are declining. An essential component of successful fisheries management is an ongoing assessment programme to monitor the condition of the fish stock in the context of the aquatic ecosystem and the fishing activities that sustain the fishing community. Trends in the size of fish catches can be an important indicator of the status of the fishing industry. Trends in the size of fish catches can be an important indicator of the status of the fishing industry. The 8,000 km coastline from both inland and marine resources, 3 million hectares of reservoirs, 1.4 million hectares of brackish water, 50,600 sq km of continental shelf area and 2.2 million sq km of exclusive economic zone supplement India’s vast potential for fishery.

Fish production in India has increased at a higher rate compared to food grains, milk, egg and other food items. India ranks second in the world fish production with an annual fish production of about 6.9 million metric tonnes. Fisheries sector contributed Rs. 34,758 crores to the GDP during 2005-06, which was 1.2% of the national GDP and 5.3% of the agricultural GDP. There has been a gradual shift in the production scenario from marine to inland fisheries in recent years. More than 50% of the production in the fishery sector comes from the inland fishery sector, which has grown nearly fivefold from 0.67 MT in 1970-71 to 3.2 MT in 2002-2003 and is expected to further grow at a rate of 6% per annum. The inland fisheries resources of India include a length of 0.17 million kilometers rivers and canals, 2.05 million ha of reservoir area, 2.86 million ha area of ponds and tanks and 0.8 million ha of beels, oxbow lakes and derelict water. Two decades back most of the inland fish production was obtained in the capture fishery mode, concentrated in the rivers, reservoirs and wetlands. But, the fish production from natural waters like rivers, wetlands, canals, etc., followed a declining trend, primarily due to proliferation of water control structures, indiscriminate fishing and habitat degradation (Katiha, 2000).
Statistical modelling plays a very important role in comprehending underlying relationships among crucial variables in the fishery sector determining fish production. The data help both fishermen as well as fish processing plants to successfully plan for the future (Mendelssohn, 1981; Mendelssohn and Cury, 1987; Cook et al., 1991; Shepherd, 1991). In view of globalization and setting up of the World Trade Organization, it is imperative to study the trend and rate of growth in inland fish production by employing sound statistical modelling techniques that, in turn, will be beneficial to the planners in formulating suitable policies to face the challenges ahead. In this paper our purpose is to apply autoregressive integrated moving average (ARIMA) time series model for modelling as well forecasting of inland fish production in India.

Materials and methods

A fundamental problem in statistics is to develop models based on a sample of observations and inferences using the model so developed. In fisheries research, data are usually collected over time. One characteristic of such data is that the successive observations are dependent. Each observation of the observed data series, \( Y_t \), may be considered as a realization of a stochastic process \( \{Y_t\} \), which is a family of random variables \( \{Y_t, t \in T\} \), where \( T = \{0, \pm 1, \pm 2, \ldots\} \), and apply standard time-series approach to develop an ideal model which will adequately represent the set of realizations and also their statistical relationships in a satisfactory manner.

There are two types of fishery forecasting models: deterministic models and stochastic models. The deterministic models do not have a random variable and each prediction is made under a specific set of conditions that are always the same (William, 1986). These models include the surplus production model (Schaefer, 1954, 1957; Pella and Tomlinson, 1969; Fox, 1970, 1975) and the classic regression model (Hanson and Leggett, 1982; Prepas, 1983). The stochastic models, in contrast, have a random variable that represents error terms of random factor(s). These models include the autoregressive integrated moving average (ARIMA) model and the transfer function noise model (Box et al., 2007; Liu and Hanssens, 1982). They have both been used in forecasting the commercial catches of Atlantic Menhaden (Jensen, 1976, 1985), New Zealand rock lobster (Saila et al., 1979), Hawaiian skipjack tuna (Mendelssohn, 1981), as well as Mediterranean Mullidae, sardine and sardine-anchovy complex (Stergiou, 1989, 1990, 1991).

Description of the model

Autoregressive Moving Average (ARMA) Model

To achieve greater flexibility in fitting of actual time-series data, it is sometimes advantageous to include both autoregressive and moving average processes. This leads to the mixed autoregressive-moving average model

\[
y_t = \varphi y_{t-1} + \varphi y_{t-2} + \ldots + \varphi y_{t-p} + \theta \epsilon_{t-1} + \theta \epsilon_{t-2} + \ldots + \theta \epsilon_{t-q} + \epsilon_t \quad (1)
\]

or

\[
\varphi(B) y_t = \theta(B) \epsilon_t \quad \text{where}
\]

\[
\varphi(B) = 1 - \varphi_1 B - \varphi_2 B^2 - \ldots - \varphi_p B^p
\]

\[
\theta(B) = 1 - \theta_1 B - \theta_2 B^2 - \ldots - \theta_q B^q
\]

\[
\epsilon_t \sim WN(0, \sigma^2)
\]
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WN indicating White Noise. B is the backshift operator such that \( B y_t = y_{t-1} \)

This is written as ARMA(\(p, q\)) model. In practice, it is frequently true that adequate representation of actually occurring stationary time-series can be obtained with autoregressive, moving average, or mixed models, in which \(p\) and \(q\) are not greater than 2 and often less than 2.

Autoregressive Integrated Moving Average (ARIMA) Model

A generalization of ARMA models which incorporates a wide class of non-stationary time-series is obtained by introducing the differencing into the model. The simplest example of a non-stationary process which reduces to a stationary one after differencing is Random Walk. A process \( \{y_t\} \) is said to follow an Integrated ARMA model, denoted by ARIMA (\(p, d, q\)), if \( \nabla^d y_t = (1 - B)^d \epsilon_t \) is ARMA (\(p, q\)). The model is written as

\[
\varphi(B)(1-B)^d y_t = \theta(B)\epsilon_t
\]

where \(\epsilon_t \sim WN(0, \sigma^2)\)

WN indicating White Noise. The integration parameter \(d\) is a nonnegative integer. When \(d = 0\), ARIMA (\(p, d, q\)) model reduces to ARMA (\(p, q\)) model.

The ARIMA methodology is carried out in three stages, viz. identification, estimation and diagnostic checking. Parameters of the tentatively selected ARIMA model at the identification stage are estimated at the estimation stage and adequacy of tentatively selected model is tested at the diagnostic checking stage. If the model is found to be inadequate, the three stages are repeated until satisfactory ARIMA model is selected for the time-series under consideration. An excellent discussion of various aspects of this approach is given in Box et al. (2007). Most of the standard software packages, like SAS, SPSS and EViews contain programs for fitting of ARIMA models.

Estimation of Parameters

Estimation of parameters for ARIMA model is generally done through Nonlinear least squares method. Several software packages are available for fitting of ARIMA models. To this end, in this paper, SPSS software package is used. The Akaike information criterion (AIC) and Bayesian information criterion (BIC) values for ARIMA model are computed by:

\[
AIC = T \log(\sigma^2) + 2(p + q + 1) \quad (3)
\]

\[
BIC = T \log(\sigma^2) + (p + q + 1) \log T \quad (4)
\]

where \(T\) denotes the number of observations used for estimation of parameters and \(\sigma^2\) denotes the Mean square error.

Results and discussion

All-India data of inland fish production during the period 1951 to 2008 are obtained from Handbook of Fishery, Ministry of Agriculture, Government of India and the website www.indiastat.com and the same are exhibited in Fig. 1. From the total 56 data points, first 50 data points corresponding to the period 1951 to 2000 are used for building the model and remaining are used for validation purpose. A
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Table 1. Sample autocorrelation functions (Acf) and partial autocorrelation functions (Pacf) of the original and differenced series

<table>
<thead>
<tr>
<th>Lag</th>
<th>Acf of the series</th>
<th>Pacf of the series</th>
<th>Acf of the differenced series</th>
<th>Pacf of the differenced series</th>
<th>Acf of the double differenced series</th>
<th>Pacf of the double differenced series</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.912</td>
<td>0.912</td>
<td>0.227</td>
<td>0.227</td>
<td>-0.564</td>
<td>-0.564</td>
</tr>
<tr>
<td>2</td>
<td>0.829</td>
<td>-0.013</td>
<td>0.346</td>
<td>0.31</td>
<td>0.131</td>
<td>-0.275</td>
</tr>
<tr>
<td>3</td>
<td>0.743</td>
<td>-0.065</td>
<td>0.221</td>
<td>0.112</td>
<td>-0.077</td>
<td>-0.219</td>
</tr>
<tr>
<td>4</td>
<td>0.661</td>
<td>-0.026</td>
<td>0.203</td>
<td>0.058</td>
<td>-0.075</td>
<td>-0.336</td>
</tr>
<tr>
<td>5</td>
<td>0.584</td>
<td>-0.018</td>
<td>0.328</td>
<td>0.231</td>
<td>0.106</td>
<td>-0.243</td>
</tr>
<tr>
<td>6</td>
<td>0.509</td>
<td>-0.035</td>
<td>0.242</td>
<td>0.107</td>
<td>0</td>
<td>-0.134</td>
</tr>
<tr>
<td>7</td>
<td>0.447</td>
<td>0.024</td>
<td>0.196</td>
<td>-0.017</td>
<td>-0.048</td>
<td>-0.194</td>
</tr>
<tr>
<td>8</td>
<td>0.383</td>
<td>-0.048</td>
<td>0.157</td>
<td>-0.02</td>
<td>0.182</td>
<td>0.122</td>
</tr>
<tr>
<td>9</td>
<td>0.325</td>
<td>-0.013</td>
<td>-0.101</td>
<td>-0.299</td>
<td>-0.203</td>
<td>0.081</td>
</tr>
<tr>
<td>10</td>
<td>0.277</td>
<td>0.018</td>
<td>-0.037</td>
<td>-0.206</td>
<td>0.038</td>
<td>-0.013</td>
</tr>
</tbody>
</table>

perusal of the data shows that, there is a linear trend in the inland fish production.

Fitting of ARIMA Model

From the estimated autocorrelation function (acf), reported in Table 1, it is found that it decays very slowly thereby requires to be differenced so that the resulting series depicts a pattern for a possible ARMA modelling. Further, in this situation it becomes difficult for selection of order of ARIMA model. The test for unit root proposed by Dickey and Fuller (1979) is applied for the parameter $\rho$ in the auxiliary regression $\Delta y_t = \rho \Delta y_{t-1} + \alpha \Delta y_{t-1} + \epsilon_t$. The relevant null hypothesis is $\rho = 0$ and the alternative is $\rho < 0$. In the present situation the estimate of $\rho$ is 0.061 with calculated t-statistic is 5.55 which is greater than the critical value of $t$ at 5% level of significance i.e. -1.95 (Franses, 1998) resulting the acceptance of null hypothesis. Thus, there is presence of unit root and so differencing is required. Usually, differencing is applied until the acf shows an interpretable pattern with only a few significant autocorrelations. On taking the second difference of the original series, it is seen that only a few acfs, reported in Table 1, are high making it easier to select the order of the model.

The appropriate model is chosen on the basis of minimum Akaike information criterion (AIC) and Bayesian information criterion (BIC) values. Using eqs.(3) and (4), the AIC and BIC values are respectively computed and listed in Table 2. A perusal of Table 2 shows that the AIC and BIC values are minimum for ARIMA (1,2,2) but the corresponding values for ARIMA(1,2,1) model do not differ much from that of ARIMA(1,2,2). As because ARIMA (1,2,1) is more parsimonious than ARIMA (1,2,2), the ARIMA(1,2,1) model is selected for modelling and forecasting of the inland fish production in India. The estimates of
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Table 2. AIC and BIC values for different ARIMA models

<table>
<thead>
<tr>
<th>Criteria</th>
<th>ARIMA(1,2,0)</th>
<th>ARIMA(1,2,1)</th>
<th>ARIMA(2,2,0)</th>
<th>ARIMA(2,2,1)</th>
<th>ARIMA(2,2,2)</th>
<th>ARIMA(1,2,2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>AIC</td>
<td>425.87</td>
<td>413.22</td>
<td>422.97</td>
<td>414.32</td>
<td>412.93</td>
<td>414.27</td>
</tr>
<tr>
<td>BIC</td>
<td>443.34</td>
<td>430.69</td>
<td>440.44</td>
<td>431.79</td>
<td>430.41</td>
<td>431.75</td>
</tr>
</tbody>
</table>

parameters of above model are reported in Table 3.

The graph of fitted model along with data points is exhibited in Fig. 2. A perusal of Fig. 2 indicates that the fitted ARIMA(1,2,1) model is able to capture the trend present in the inland fish production in India very well.

One-step ahead forecasts of inland fish production along with their corresponding standard errors, upper confidence interval and lower confidence interval for the year, 2001 to 2008 in respect of above fitted model are reported in Table 4. The attractive feature for fitted ARIMA model is that all the forecast values except for 2008, lie within one standard error of forecasts.

The out of sample forecast of inland fish production in India for the year 2009 and 2010 have been found out as 4360 and 4610 thousand tonnes. For measuring the accuracy in fitted time series model, Mean absolute error (MAE), Mean absolute percentage error (MAPE) and Relative mean absolute prediction error (RMAPE) are computed by using the formulae given in eqs. 5, 6 and 7. The MAE, MAPE and RMAPE values for fitted ARIMA(1,2,1) model are respectively computed as 160.64, 0.044 and 4.43.

\[
\text{MAE} = \frac{1}{8} \sum_{i=1}^{8} |y_{t+i} - \hat{y}_{t+i}|
\]  

\[
\text{MAPE} = \frac{1}{8} \sum_{i=1}^{8} \left\{ \frac{|y_{t+i} - \hat{y}_{t+i}|}{y_{t+i}} \right\}
\]

\[
\text{RMAPE} = \frac{1}{8} \sum_{i=1}^{8} \left\{ \frac{|y_{t+i} - \hat{y}_{t+i}|}{y_{t+i}} \right\} \times 100
\]

Conclusion

The ARIMA models being stochastic in nature emphasized variations in data using empirically based methods to determine the proper form

Table 3. Estimates of parameters along with their SE for fitted ARIMA(1,2,1) model

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Estimate</th>
<th>Standard error</th>
</tr>
</thead>
<tbody>
<tr>
<td>AR1</td>
<td>-0.141</td>
<td>0.171</td>
</tr>
<tr>
<td>MA1</td>
<td>0.823</td>
<td>0.107</td>
</tr>
<tr>
<td>Constant</td>
<td>2.623</td>
<td>1.469</td>
</tr>
</tbody>
</table>

Table 4. Forecasts of inland fish production (in tonnes) for fitted models

<table>
<thead>
<tr>
<th>Years</th>
<th>Actual</th>
<th>Forecasts by ARIMA(1,2,1)</th>
<th>SE of Forecast</th>
<th>Lower Confidence Limit</th>
<th>Upper Confidence Limit</th>
</tr>
</thead>
<tbody>
<tr>
<td>2001</td>
<td>2823.0</td>
<td>2727.09</td>
<td>59.037</td>
<td>2609.3</td>
<td>2844.87</td>
</tr>
<tr>
<td>2002</td>
<td>2845.0</td>
<td>2860.68</td>
<td>84.010</td>
<td>2691.15</td>
<td>3030.2</td>
</tr>
<tr>
<td>2003</td>
<td>3126.0</td>
<td>2996.05</td>
<td>108.299</td>
<td>2774.81</td>
<td>3217.3</td>
</tr>
<tr>
<td>2004</td>
<td>3210.0</td>
<td>3134.17</td>
<td>132.228</td>
<td>2861.08</td>
<td>3407.27</td>
</tr>
<tr>
<td>2005</td>
<td>3458.0</td>
<td>3274.9</td>
<td>156.400</td>
<td>2948.71</td>
<td>3601.09</td>
</tr>
<tr>
<td>2006</td>
<td>3525.0</td>
<td>3418.25</td>
<td>181.033</td>
<td>3037.4</td>
<td>3799.11</td>
</tr>
<tr>
<td>2007</td>
<td>3755.0</td>
<td>3564.23</td>
<td>206.247</td>
<td>3126.96</td>
<td>4001.5</td>
</tr>
<tr>
<td>2008</td>
<td>4200.0</td>
<td>3712.83</td>
<td>232.103</td>
<td>3217.32</td>
<td>4208.33</td>
</tr>
</tbody>
</table>
of the model that is best suited for short-term forecasting. The more realistic forecast intervals for India’s inland fish production data obtained through ARIMA approach could be of immense help to planners in formulating appropriate strategies. These in turn would also benefit the farmers in production of optimum quantities of fish. All this would ultimately result in efficient management of India’s inland fish production scenario through sound statistical technique.
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