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SUMMARY

A-optimality aspects of block designsfor multiple parallel line assaysfor comparing odd number
of test preparations with a single standard preparation have been studied. A general method of
construction of A-optimal/efficient block designs for three major contrasts of interest, namely
preparation, combined regression and parallelism contrasts have been obtained. A catalogue of 58
A-efficient block designs is also provided for comparing three test preparations with one standard
preparation with 3 < m < 8, 8 <k < 16, k < 4m, bk < 75 where m is the number of doses of each
preparation, b the number of blocks and k is block size along with the lower bounds to their
A-efficiency. A-Optimality of block designs for multiple parallel line assays that allow estimation of
three contrasts of major importance but do not necessarily allow the estimability of other treatment
contrasts has also been studied and a method to obtain such designs has also been developed. A
catalogue of 23 A-optimal block designs for 3 < m < 8, k = 8, bk < 75 has been prepared for one

standard and three test preparations.

Key words: Multiple parallel line assays, A-optimality, Estimability, Incomplete block designs

for bio-assays.
1. INTRODUCTION

In many practical situations for conducting
experiments on biological assays, the interest of the
experimenter liesin comparing severa test preparations
with asingle standard preparation. Consider, for example
that an assay was conducted to test the three preparations
of streptomycin against a standard. Two levels of doses
were used for each preparation. A plate containing 64
cavities in eight rows was used for this purpose. The
cavities were filled with agar and inoculated with
Bacillus subtilis. Each cavity received a dose of
streptomycin and the response was measured as the
diameter of the zone of inhibition of bacterial growth.
For more details on this and other examples involving
morethan onetest preparations, one may refer to Finney
(1978). In these situations, conducting separate
experiment for each comparison is expensive and not
practical. Multiple parallel line assays can be of helpin
such situations.

Several authors have studied incomplete block
designs for parallel line assays involving one standard
and one test preparation. A comprehensive account for

the developmentsin this area can be found in Gupta and
Mukerjee (1996). Mukerjee and Gupta (1995) initiated
the work on optimality aspects of incomplete block
designs for parallel line assays followed by Mukerjee
(1997) with reference to the D-optimality criterion. In
parallel line assays three magjor contrasts of importance
are preparation, combined regression and parallelism.
Mukerjee and Gupta (1995) presented A-optimal/
efficient designs for the estimation of these three
contrastsin the context of symmetric parallel line assays.
It has been observed that often anon-equireplicate design
has higher A-efficiency in comparison to a comparable
equireplicate design. These designsrequirethat the block
sizes should be integral multiple of four and are not
always connected and, therefore, do not always ensure
estimability of al contrasts among those effects. Chai
et al. (2001) have considered the problem of obtaining
A-optimal block designs for the estimation of the two
major contrasts namely, preparation and combined
regression in the context of both symmetric and
asymmetric parallel line assays. Srivastava et al. (2007)
have obtained A-efficient designs for estimation of all
the three contrasts of major importance.
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Theliterature on block designsfor multiple parallel
line assays is rather scanty. Das (1985) has given a
method of constructing block designs for multiple
parallel line assays using affine resolvable block designs
and C-designs. Limitation of this method is that the
designs obtained are very large even for small
parameters. Further, the optimality aspects of these
designs have not been discussed.

Keeping this in view, in this communication
A-optimality of block designs for parallel line assays
for the situationsin which the experimenter isinterested
in comparing several test preparations with a single
standard preparation has been studied in Section 3. The
study is restricted to odd number of test preparations
and one standard preparation. A method of generation
of A-optimal/efficient block designs for symmetric
multipleparallel lineassaysfor estimation of all thethree
contrasts of interest, namely preparation, combined
regression and parallelism has been given in Section 4.
Asaspecial case, we present a catalogue of incomplete
block designs for multiple parallel line assays for one
standard and three test preparationswith3<m<8, 8 <
k <16, k < 4m, bk <75 where m isthe number of doses
of each preparation, b the number of blocks and k is
block size along with the lower bounds to their
A-efficiency in Table 1 (Appendix 3).

In multiple paralel line assays, the main interest is
in estimating only the three contrasts and the
experimenter may not be interested in other treatment
contrasts. For such situations one might think of designs
that ensure estimability of these three contrasts but do
not guarantee the estimability of other contrasts. Keeping
thisin view, A- optimality of block designsfor multiple
paralel line assays that ensure the estimability of the
three contrasts in question and these designs are
necessarily disconnected otherwise has been
investigated. A general method of construction of
disconnected block designs for multiple parallel line
assays that ensure the estimability of the three contrasts
of interestisgivenin Section 5. A catalogue of thedesigns
obtainable from this method of construction for 3 < m
<8,k=8,bk<75isgiveninTable2in Appendix 3. We
begin with some preliminaries in Section 2.

2. PRELIMINARIES

Consider conducting bioassay with one standard
preparation and odd number of test preparations, ¢ > 1
using an incomplete block design. Let sand t' denote

the doses of standard and test preparations respectively,
g=1, 2, ..., c. Letthe doses of standard preparations be
denoted by s, i = 1,... mand ti(q) represents the i dose
of qth test preparation; i = 1,2, .., m;q=1, 2, ..., C.
These doses are equispaced on thelogarithmic scale, the
common ratio being same for all the preparations. Let
T=(T, To, 0 T, TmeoD ,Ty)" D€ the vector of
doseeffects, v = (c+1)m. Thenthethree mgjor contrasts

namely preparation, combined regression and parallelism
inthe normalized form are given respectively asfollows:

1
U=—-(1L® 1,01
1 \/ﬁ(lc m c m)
12
U, = ., ow
? \/m(mz—l)(c+1)( 1Ow)

6
U,= —(1L.®ow : -l _®w
>y m(mz—l)( ¢ ¢ )

’

where w =(1,2,....m) —%(m+1)1;n.

3. OPTIMALITY ASPECTS

Consider that a symmetric parallel line assay
involving m (>2) doses each of standard preparation and
C test preparations for ¢ odd is run using an incomplete
block design. For given v = (c + 1) m, the number of
blocksand k the block size, wedefine D = D(v, b, k), the
class of al block designs involving v doses, b blocks

each of sizek. For any designde D, let Is; and N be
|

the replication of dose of i standard preparation and
qth test preparation, respectively, i=1, 2, 0, m;q=

12,..,clet Rg=diag(l .ls, s s Fey() e T () -

@@l @) Nybethe v x bincidence

matrix of d and Cq = Rgq — kg *NgNy. A fixed effects
additive model isassumed for the data collected through
d with the assumption that the errors are independent
with zero mean and common variance o2. Every
treatment contrast is estimable if and only if
Rank (Cy) = v —1 and adesign that allows estimation of
all treatment contrasts is called a connected design.
Define D, to be the sub class of D in which Uz is
estimable and D, be the class of all connected block

designs. Clearly, D, cD;. Let V4 be the variance-
covariance matrix of Uz, where Uz isthe best linear
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unbiased estimator of Ut under d and U is
(2c + 1) x v matrix withrowsasU;, U, and Uz. An A-
optimal design for Ut in D is the one, which belongs to
D, and minimizesthetrace (V) over D1, wheretrace(.)
denotes trace of a matrix. Here, we consider only those
designs that fulfill this criterion.

Following Gupta and Mukerjee (1996), it can be
seen that G_ZVd - UR51U’ is non-negative definite for
any d € D;. Hence, for eachde Dy

o % trace(Vy) 2 trace(URalu’)

‘2%/%"‘220‘ /t, where for 1<i<m (3.1)

_1|_

g =——+ 6 ( 2 +c){i——m+1}2
S 2m m(mz_l) c+1 2 ,

1 6 2 o m+1)?
o (g =——+ > +1[i-——
ti 2m m(m _1) c+1 2 )

c. (3.2

forq=1,2, ..,
Suppose now that dg € D, such that
6 ?Vg, = URgIU’ (3.3)

A design dy is A-optimal over D if dy minimizes
the right hand side of (3.3). Appealing to Lemma 3.1 of
Gupta and Mukerjee (1996), (3.3) holdsif and only if

URG Ng, =0 (3.4)
where Ny, isv x b incidence matrix of design d.

If all the three contrasts are considered, (3.4) is
generally not achievable via the method of construction
of Chai et al. (2001), alower bound to the A-efficiency
may be obtained and using this lower bound, designs
with high A-efficiencies for al the three contrasts can
be obtained. In the sequel, we attempt to achieve this.

4. METHOD OF CONSTRUCTION

In this paper we restrict to the case of conducting
parallel line assay with one standard and c test
preparations, where cisodd. The method of construction
is in accordance with the method proposed by Chai
et al. (2001). For completeness we describe below the
stepsto be taken to arrive at an A-optimal design over D.

() Let y=min Zoc /P +22at<q> /o 4D

g=li=1

the minimum being taken with respect to
z=(py, P2 ----Py)’ Where p;’s are positive integers

m
satisfying (c+1)) p; = bk
i=1

Let Z =(p1,p*2, ...,p?n)’ be a choice of z where
this minimum is attained. Then from (3.1) ,

o % trace(Vg) >y -

(i) Construct a block design d e D, with
v=(c+1)m, bblocksofszekeach such that for
1<i<(c +1)mthe| " dose of the preparationsis

replicated p; timesin d". Further, N . satisfies

(3.4). Then o %trace(Vy)2y =0 2trace(v )
Hence, d isan A- -optimal block designin D. As
mentioned earlier, if (3.4) is not satisfied we end
up in achieving lower bound to A-efficiency. For
completeness, we give below various steps for the
construction of the designs on the lines similar to
that of Chai et al. (2001).

G, ={i,m+i,...,(CT_1)m+i,

(C;3jm+l i,. (c+1)m+1—i}, 1<i<m

Stepl: Let

Then, G;’s provide disjoint partition of

{1, 2,..,v}with v=(c+1)m.

Step2: Findy asin (i).

Step 3: Construct a connected block design d; with b
blocks each of size k /(c + 1) involving m
treatments, say 6,,0,,...,0,, such that 9; is
replicated p; timesindy, 1<i<m.

Step 4: Obtain a design d from d, by replacing the

treatment 6; in d,by the (c + 1) treatmentsin
the set Gi'

To be clearer, consider the following example.

Designs obtained through the method described
above sometimes yield repeated blocks. We represent
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repeated blocks by a number in parenthesis just after
the (repeated) contents.

Example4.1l: Let c=3, m=3, k=8 and p=4.The
disjoint partitions are G;={1, 4, 9, 12} =6y,
G,={2,58,11} =0, and Gz={3, 6, 7, 10}=0;.
Here =Py = Pg = P1p =3, P =P5=Pg=Pr1 =2
and  p3=Pg =Py = P1o = 3. Let dy bethe design with
four blocks as (61,0,), (61,03) repeated two times,

(62,03). Thenthedesignd, isgivenby {1, 2,4,5,8,9,

11, 12}; {1, 3,4, 6, 7, 9, 10, 12}(2); {2, 3, 5, 6, 7,
8, 10, 11}.

5. DISCONNECTED BLOCK DESIGNS FOR
MULTIPLE PARALLEL LINE ASSAYS

Srivastava et al. (2007) in the context of parallel
line assays have proposed disconnected block designs
that are A-optimal for the estimation of major contrasts
of interest but do not guarantee the estimability of other
treatment contrasts. In this section, we adopt similar
approach to obtain A-optimal block designsfor multiple
parallel lineassays. A genera method of construction of
such designs with odd number of test preparations is
given below.

Step 1. Asin Section 4, let

G = i,m+i,...,(c—_l)m+i,(£’)m+l—i,
2 2

o (C+Y)m+1-i}, 1<i<m
digoint partitionof {1, 2, ...,V}, v=(c+1)m.
Let the sub-set G; denote a treatment 6;,

provide a

i=1,2,..,m.

Step2: Find z =(py, Py, -, Pyy) and y asin
4.2).

Step3: For v=(c+1)m, m=2u, W is a positive

integer, choose only those designs for which
Pu = Pgm+u = P(g+ym-u+1: 1<u<p,0<g<c.

For v=(c+1)m, m=2u+1, choose only
those designs for which

*% *

Pu =Pgm+u = pzq+1)m—u+1, for 1 <u<y,

0< q <cand pu+1: p(2q+1)m+1 = Zt:t is

positive integer and 0< g < c.?

Step 4: Construct ablock design d; with b blocks each

of size 2 involving m treatments,
0;, 03,...,0y, such that 6; appears with

Om_jr1 in p} blocks, 1<j<m. For

0
m = 2u +1, the block containing m7+1 twice

is repeated t times.

Obtain a design d from d, by replacing the
treatment ©; in dy by (c + 1) treatmentsin G;,
1<j<m.

Step 5:

It may be noted that for v=(c+1)m, m=2u, the

M *%
total number of blocks in dy is b= Zpu while for

=1
v=(c+1)m, m=2u+1, thetota nuPnber of blocksin

n
dyisb= Zpﬁ +t.
u=1

We present bel ow designs obtainabl e through above
method of construction in terms of the structure of
incidence matrix, separately for both even and odd
number of doses. Thisrepresentationishelpful inproving
the A-optimality of these designsthat ensure estimability
of the three major contrasts of importance.

5.1 Block Designs with Even Number of Doses
For even number of doses, block designs with
v=(c+I)m=2(c+)u and k=2(c+1)can easily be

constructed after obtaining pL* ,1su<p inStep 3. For
some integer n, let I’; bean nxn matrix given by

0 0 1
« |0 1
Ih=

1 0 0

Then the v x b incidence matrix of the design is
given by
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M
N=1c11® M (5.1
where M isthe u x b matrix given by
u
M=@1L., (5.2)
u=1 Y

u
@ dencting the direct sum of matrices, M is uxb

u=1
matrix obtained by taking the mirror image of M, i.e,
M= I;M , ® denotes the Kronecker product of

matrices and 1, isat x 1 vector of ones. We illustrate
this with the following example.

Example5.1: Let c=3, m=6,b=6andk =8. For this
design p; =3, py =2, py =1 adM and M" are

111000
M=/000110]
000001
000001
M° 2000110

11100 0|

The block contents of the design are given by
{1,6,7,12,13,18,19,24} (3); {2,5,8,11,14,17,20,23} (2);
{3,4,9,10,15,16,21,22} . This design is A-optimal for
estimating three contrasts of importance. The
corresponding connected block design with the same
parameters (given at S. No. 32 of Table 1 Appendix 3)
has efficiency 0.9008. Further, the efficiency of
parallelism contrast is only 0.7591.

5.2 Designs with Odd Number of Doses

For odd number of doses, the block designs with
v=(c+)m, m=2u+1and k=2(c+1) caneasily be
constructed after obtaining p,, , 1<Su<u+1in step 3.
The v x b incidence matrix is given by

M MXb* OuXt
N = 1(C+l) ® 0;)* 21{

*

M l_l)(b* OlJ,Xt

(5.3)

* u * L .
where b =b-t, M=69+l|’o** and M is as defined
u:l u

earlier.

Example5.2: Letc=3, m=5b=6andk =8. Forthis
design p; =3, py =2, P3 = 2. Herethe matrix M is

given by
11100
M =
[O 0 01 1]

andthedesignisgivenby{1,5, 6, 10, 11, 15, 16, 20} (3);
{2,4,7,9,12,14,17,19}(2); {3, 3, 8, 8, 13, 13, 18, 18} .
The corresponding connected design (at S. No. 18 of
Table 1) has efficiency 0.9519, whereas the design
obtained in thisexampleis A-optimal for estimating the
three contrasts of interest.

It may be observed easily that the designs
constructed in this section are necessarily disconnected.
However, these designs ensure the estimability of all the
three mgjor contrasts of importance. We, thus, have the
following theorem:

Theorem 5.1. Thedesign d’ obtained by following Steps
1-5 in the method described earlier is disconnected but
the three major contrasts of importance are estimable
through d.

Proof. The proof is given in Appendix 1.

From the above methods of construction and the
structure of N (both for even and odd m) one can easily
show that UR™IN = 0. Further, the designs so obtained
satisfy (4.1) and thus (3.4). Therefore, the design d is
A-optimal. Thus, we have

Theorem 5.2. Thedesign d" obtained by following Steps
1-5 in the methods described earlier is A-optimal for
estimating all the three contrasts of major importance.

Proof. The proof is given in Appendix 2.
6. DISCUSSIONS AND TABLES OF DESIGNS

In Table 1 (Appendix 3), A-efficient block designs
for multiple symmetric parallel line assaysfor three test
reparations and one standard preparation are presented.
Complete solution of the designsis given in the column
of block contents. Repeated blocks are shown by a
number in parentheses just after the (repeated) block.
Similarly, “+dx” indicates that the blocks of design
number “Xx” are to be added to the other block(s) shown
in the same row.

For any single treatment contrast gz, estimable in
ablock design, it is known that var(q'z) = 6%q’'Cq,
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where C™ isagenerdized inverse of C, theinformation
matrix of the block design. From Lemma 3.1 of Gupta

and Mukerjee (1996), var(q't)= o2q’'R7q . Now, let
V4 denote theoretical lower bound to sum of variances
of best linear unbiased estimators (BLUES) of the three
contrastsand V5, the sum of variances of BLUEs of these
contrasts under our designs. A lower bound to
A-efficiency is, therefore, given by e=V,/V, . Again
let V5 denote theoretical lower bound of variance of
BLUE of the parallelism contrast and V 4, the variance of
BLUE of parallelism contrast under our designs. A lower
bound to efficiency of the parallelism contrast is given
by e =V;/V, . Thevauesof eand e; aregiveninthe
Table 1 (Appendix 3).

We have catalogued 58 designs along-with their
A-efficiencies. SAS programs are extensively used for
finding A-optimal incomplete block designs for

bioassays and the program for obtaining optimum p;” 's
is available with the authors.

The disconnected block designs that ensure the
estimation of three contrasts of interest obtained through
the above method of constructionwithc=3, 3<m<8,

k=8, bk <75 are presented in Table 2 (Appendix 3).
These designs are A-optimal for estimation of the three
contrasts of interest.
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APPENDIX 1
Proof of Theorem 5.1
(8 m (= 2u) even
The concurrence matrix NN’ for the design is

NN’ = ‘]C+1® Rm .

R]_,l Rl_,l . *% *% *%
Whe-e Rm= —x _ ,Ruz dlw (pl ] p2 1'--|pu )l
- Ry Ry
Ry, = diag(p, ,py-1,--P1 ), Ry = Ryl and
R, = 1,Ri. R = 1,4®Ry where

Ry = diag(RM ﬁu) . The C matrix is given by
1

=m[|c+1®(Rc+Rm)—Jc+1®Rm]
(2c+DR -R;
where R, = . " ”_ .
-Ry, (2c+DR,

Rank (C) = (c+1)m—(my/2) and thusthedesignis
disconnected for m > 2. A linear function of treatment
effects, gt is estimable if and only if g’C™C=q’,

where C™ isageneralized inverse of C. Inour case C™ is
given by

o _| RS 1, ® R’
1. ®RY IC®(R°—Rm)+JC®Rm
2R;Y R7T -1 -l
where R® = *”1 ! | RM= Ru™ Ry
Ru 2Rpt R -1 ﬁ;l
0 0 0 R,
R§ = __,|ad Ry = o
0 2R, 0 R;l
OMXM OMXM Oux2cu
Then C°C=| -I, e Ouxocu

Consider now thematrix U of normalized treatment
contrasts as given in (3.1). We partition w as

w=(wj wj) suchthat wy(wp) containsfirst (last) u
elements of w. As wj = —W'2|L, it can easily be seen

that UC C = U. Thus, the contrasts Ut are estimable
using the design d*.

(b) m (=2u + 1) odd
The concurrence matrix NN’ is given by
NN"= J.,; ®Rp,

*

0 R

u W
where R, =| O 2p:+1 0
R, 0 Ry

R=I,41®Ry where Rd:diag(Ru p::ﬂ ﬁu)
The C matrix is given by

1

C:m[lcﬂ@(Rc"' Rm)=Je1 ® R

(2c+)R, O R,

where R, = 0o 2p:+1 0
R, 0 (%+)R,

Rank (C) = (c+D)m-

is disconnected for m> 3.

(m+1) and thus the design

o _| RS 1, ®RE
|1, ®RD IC®(RC—Rm)+JC®Rm

-1 5 -1
2R;* 0 Ry,

where R¢=| o o |,

5-1
2R;;
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-1 *_1
. Rpt 0 Rpt 0 0 0
R"=| O 0O O , ,
R R§=[0" 0 0O
Ry~ 0 Ry 0 0 2R
00 R,
and RT'=|0 0 O
00 R
Then
Ou+nxue)  Oansu Ouanxe(2u+y)
cC-= [_IM Oux1:| Iu 0uxc(2u+1)
X1 Oc2u+nxu X2
—I M Ouxl
whereX; =1, ®| 0, -1 |and
Iy O
Iu Ouxl OMXM
Xp= 1.®| 0y 1 Oy |-
Ouxu Ouxl n

The proof of estimability follows on the lines of
proof for even number of doses and noting that in this

’

caew=(wj 0 w) .

APPENDIX 2
Proof of Theorem 5.2

(8 m (= 2u) even

As per the Method 5.1 we have

N=1 ®
e M|
RIM

Therefore, R7IN =1,y ® .

uM

U;RIN
We have UR™N=|U,RIN]|.
UgR™IN

Writing

1 7 ’
Uy = E[g@(lu 1)
we have UlR'lN 0.

Wepartitionwas w = (w; w5) suchthat w;(w,)
contains first (last) u elements of w. It is easy to see
that wq = —W'2|L . As a conseguence

12
U, = 1 ®W’) and, therefore,
2 \/m(m2 -D(c+D) (lc+1 )

URIN= |22 [wiRIM +wsR M |
m(m< —1)
_ —12(C2+1) (~wal  REM +woR LM )= 0f
m(m* -1

snce I'R1=R
uhp =

Again, U3= ﬁ(%@W/

and we have U;RIN=0".
(b) m(=2u + 1) odd
As per Method 5.1, we have

_1|*
wip:

~l.®w)

M 0
N=1cn®| 0 Py |

*

M® 0
RiM 0
Therefore, R™IN=1,4,®| 0 1|
_
RiM™ 0

Writing
Ulzﬁ[l‘:(@(lﬁ 1 1) 1.9(-1,

we have U;R™IN =0

1 -y)]
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’

We partition w as w=(w; O w5) such that
w1 (W>) containsfirst (last) u elementsof w. Itiseasy to

seethat Wy =-Wol .

As a consequence

12
U, = 1 ®w’) and, therefore,
2 \/m(m2 -D(c+D) (1C+1 )

*

W

Again, U3: ﬁ(lc(@w/ : _IC®W’)andWe

have U 3R‘lN =0’ . Asthe designs constructed satisfy

(4.2) and (3.5) both for even and odd number of doses,
they are A-optimal for estimating the three contrasts of

: *o-1_ 5-1
since 'uRu —RM |

U,R7IN = —12(°2+1) [(—w'zl’;R;l
m(m* -1)

major importance.

n

M +woR M) o} -0

APPENDIX 3

Table 1. A-efficient block designs (connected) withc=3,3<m<8,8<k <16,k <4m, bk <75

No. b p, Block contents e e
m=3,k=8
1 2 211 {1,2,4,5,8,9,11,12};{1,3,4,6,7,9,10, 12} 0.9000 0.9565
2 3 222 D1+{23,5,6,7,8,10,11} 0.9000 0.9545
3 4 323 D2+{1,3,4,6,7,9,10,12} 09375 0.9740
4 5 424 D3+{1,3,4,6,7,9,10,12} 0.9545 0.9825
5. 6 534 {1,3,4,6,7,9,10,12} (4);{1,2,4,5,8,9,11, 12}; 0.9643 0.9853

{2,2,5,5,8,8,11,11}
6. 7 635 D5+{1,3,4,6,7,9,10, 12} 09706 0.9885
7. 8 6,46 D6+{1,2,4,5,8,9,11, 12} 09706 0.9880
8. 9 7,47 {1,3,4,6,7,9,10,12} (6);{1,2,4,5,8,9,11,12};

{2,3,5,6,7,8,10,11};{2,2,5,5, 8, 8, 11, 11} 0.9750 0.9902
m=4, k=38
9. 3 2112 {1,4,5,8,9, 12,13, 16}; {1, 3,5, 7, 10, 12, 14, 16};

{2,4,6,8,9,11, 13, 15} 0.9706 0.9889
100 4 2,222 D9+{2 3,67, 10, 11, 14, 15} 0.9310 0.9726
1. 5 3,223 D10+{1,4,5,8,9, 12, 13, 16} 0.9800 0.9920
12 6 4,224 D11+{1,4,5,8,9, 12, 13, 16} 0.9940 0.9978
13. 7 4,334 D12+{2, 36,7, 10, 11, 14, 15} 0.9844 0.9936
14. 8 5335 D13+{1,4,5,8,9, 12,13, 16} 0.9925 0.9971
15. 9 6336 D14+{1,4,5,8,9, 12,13, 16} 0.9966 0.9988
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m=5, k=8
16. 4 22,112 {1,5,6,10,11, 15,16, 20};{2,4,7,9,12,14,17,19}; 0.7857 0.9053
{1,3,6,8,13,15,18,20};{2,5,7, 10, 11, 14, 16, 19}
17. 5 32122 D16+{1,4,6,9,12, 15,17, 20} 09176 09671
18 6 32223 D17+{3,5,8, 10,11, 13, 16, 18} 0.9519 0.9803
9. 7 42224 D18+{1,5,6,10,11, 15, 16, 20} 0.9634 09879
2. 8 43234 D19+{2,4,7,9,12,14,17,19} 0.9560 0.9825
2. 9 53235 D20+{1,5,6,10,11, 15, 16, 20} 09721 0.98%
m=6, k=8
2. 5 221122 {1,6,7,12,13,18,19,24};{2,5,8,11, 14,17, 20, 23} ; 0.7606 08931
{1,4,7,10,15,18,21,24}:{2,3,8,9,16,17, 22, 23} ;
{5,6,11,12,13, 14, 19, 20}
23. 6 321123 D22+{1,6,7,12,13,18, 19, 24} 0.7501 0.9008
24 7 3,2,2,2,23 D23+{3,4,9,10, 15,16, 21,22} 08143 09164
25 8 332233 D24+{2,5,8,11,14,17,20,23} 0.8687 09426
26 9 432234 D25+{1,6,7,12,13,18,19,24} 0.8350 0.9529
m=7, k=8
27, 6 2221122 {1,7,8,14,15,21, 22,28};{2,6,9, 13, 16, 20, 23, 27}; 0.7632 0.8924
{3,5,10,12, 17,19, 24,26} ;{1,4,8,11,18, 21, 25, 28} ;
{2,7,9,14,15, 20,22, 27} ;{3, 6, 10, 13, 16, 19, 23, 26}
28 7 3221222 D27+{1,5,8,12,17,21, 24,28} 09146 0.9648
2. 8 3222223 D28+{4,7,11,14, 15,18, 22,25} 0.9491 09789
30. 9 3322233 D29+{2,6,9,13, 16, 20, 23,27} 0.9587 09831
m=4, k=12
3L 2 2,112 {1, 2, 4,5,6,8,9,11,12,13,15, 16}; 09706 0.9839
{1,3,4,5,7,8,9,10,12,13, 14, 16}
32 3 3222 D31+{1,2,3,5,6,7,10,11,12,14, 15, 16} 0.9696 09872
4,2,2,4 {1,2,4,5,6,8,9,11, 12,13, 15,16} (2); 09706 0.9839
{1,3,4,5,7,8,9,10,12, 13, 14, 16} (2)
3. 5 5334 D33+{1,2,3,5,6,7,10,11, 12, 14, 15, 16} 09752 0.9900
3B 6 6336 {1,2,4,5,6,8,9,11, 12, 13,15, 16} (3); 09706 0.9889
{1,3,4,5,7,8,9,10,12, 13, 14, 16} (3)
m=5, k=12
B 3 22122 {1,3,5,6,8,10, 11, 13,15, 16, 18, 20} ; 0.94A 0974

{1,2,4,6,7,9,12,14, 15,17, 19, 20};
{2,4,5,7,9,10,11,12,14,16,17,19}
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3r. 4  3,2,2,2,3 D36+{1,3,5,6,8,10,11,13, 15, 16, 18, 20} 0.9706 0.9881
3. 5 43224 D37+{1,2,5,6,7,10,11,14, 15, 16, 19, 20} 09716 0.9890
0. 6 53235 D38+{1,4,5,6,9,10,11,12, 15,16, 17, 20} 09718 0.984
m=6, k=12
40. 3 221112 {1,2,6,7,8,12,13,17,18, 19, 23, 24} ; 0.9878 0.9953

{1,4,6,7,10,12,13, 15, 18, 19, 21, 24}
{2,3,5,8,9,11,14, 16,17, 20,22, 23}
41 4 321123 D40+{1,5,6,7,11, 12,13, 14,18, 19, 20, 24} 0.9590 0.984
42, 5 332223 D41+{2,3,4,8,9,10,15,16,17,21,22, 23} 0.9540 0.9810
43 6 432234 D41+{1,4,6,7,10,12,13, 15,18, 19, 21, 24} ; 0.9669 0.9872
{2.3,5,8,9,11,14, 16,17, 20, 22, 23}
m=7, k=12
44, 4 2,221,122 {1,6,7,8,13,14, 15,16, 21, 22, 23, 28} ; 0.9710 0.9885
{2,3,6,9,10,13,16, 19, 20, 23, 26, 27} ;
{3,4,5,10,11,12,17,18, 19, 24, 25, 26} ;
{1,2,7,8,9,14,15,20, 21, 22, 27, 28}
45, 5 3221223 {1,4,7,8,11,14, 15,18, 21, 22, 25, 28} ; 0.9851 09944
{2,3,6,9,10,13,16, 19, 20, 23, 26, 27} ;
{1,5,7,8,12, 14, 15, 16, 17, 20, 23, 24, 28} :
{1,3,7,8,10, 14, 15,19, 21, 22, 24, 28}
{2,5,6,9,12,13,17, 19, 23, 24, 26}
46. 6 3322233 D45+{2,4,6,9,11,13, 16,18, 20, 23, 25, 27} 0.9559 0.9819
m= 8, k=12
47. 4 2,2,1,1,1,1,2,2 {1,4,8,9,12,16,17,21,24,25,29,32}; 0.9809 0.9926
{2,3,7,10,11, 15, 18, 22, 23, 26, 30, 31} ;
{1,6,8,9,14, 16, 17, 19, 24, 25, 27,32}
{2,5,7,10, 13,15, 18, 20, 23, 26, 28, 31}
48, 5 32211222 {1,4,8,9,12,16,17,21,24,25,29, 32}; 0.9810 0.9926
{2,3,7,10, 11, 15, 18, 22, 23, 26, 30, 31} ;
{1,3,6,9,11,14,19,22,24,27,30, 32};
{1,5,8,9,13, 16, 17, 20, 24, 25, 28,32}
{2,5,7,10, 13,15, 18, 20, 23, 26, 28, 31}
49, 6 32222223 D48+{4,5,8,12,13,16,17,20,21,25, 28, 29} 09704 0.9878
m=25, k=16
0. 2 21,122 {1,2,4,5,6,7,9,10,11, 12,14, 15,16, 17,19, 20} ; 0.9900 0.9961
{1,3,4,5,6,8,9,10,11, 12,13, 15, 16,17, 19, 20}
51 3 32223 {1,2,4,5,6,7,9,10,11, 12,14, 15, 16, 17, 19, 20} (2); 1.0000 1.0000
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52. 4  4,3,234 {1,2,4,5,6,7,9,10,11, 12,14, 15, 16,17, 19, 20} (3); 1.0000 1.0000
{1,3,3,5,6,8,8,10,11, 13, 13, 15, 16, 18, 18, 20}

m=6, k=16

53. 3 321123 {1,2,5,6,7,8,11,12,13,14,17,18, 19, 20, 23, 24} (2); 1.0000 1.0000
{1,3,4,6,7,9,10,12,13, 15,16, 18, 19,21, 22, 24}

54. 4  3,32233 D53+{2,3,4,5,8,9,10,11, 14,15, 16,17, 20, 21, 22, 23} 1.0000 1.0000

m=7, k=16

55. 3 2221122 {1,2,6,7,8,9,13,14,15,16, 20, 21, 22, 23, 27, 28} ; 09943 0.9978

{1,3,5,7,8,10,12,14, 15, 17,19, 21, 22, 24, 26, 28} ;
{2,3,4,6,9,10, 11, 13,16, 18, 19, 20, 23, 25, 26, 27}

56. 4 3222223 {1,2,6,7,8,9,13,14,15,16, 20, 21, 22, 23,27, 28} (2); 1.0000 1.0000
{1,3,5,7,8,10, 12,14, 15, 17,19, 21, 22, 24, 26, 28}
{3,4,4,5,10,11,11,12,17, 18, 18, 19, 24, 25, 25, 26}

m= 8, k=16

57. 3 22111122 {1,278,9710,15,16,17, 18,23, 24,25, 26,31, 32}; 1.0000 1.0000
{1,4,5,8,9,12,13,16, 17, 20, 21, 24,25, 28, 29, 32} ;
{2,3,6,7,10,11, 14,15, 18, 19, 22, 23, 26, 27, 30, 31}

58. 4 32211223 D57+{1,36,8,9,11,14,16,17,19,22,24,25,27,30, 32} 1.0000 1.0000
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Table2. A-optimal block designs (disconnected) withc=3, 3<m<8 k=8, k<4m,bk<75

*%

No. b Pu Block contents

m=3

1 3 222 {1,3,4,6,7,9,10,12}(2);{2,2,5,5,8, 8,11, 11}

2 4 3,23 {1,3,4,6,7,9,10,12}(3); {2,2,5,5,8, 8,11, 11}

3 5 4,24 {1,3,4,6,7,9,10,12}(4);{2,2,5,5,8, 8,11, 11}

4 8 64,6 {1,3,4,6,7,9,10,12}(6);{2,2,5,5,8,8,11, 11} (2)

5. 9 7,47 {1,3,4,6,7,9,10,12}(7);{2,2,5,5,8,8,11, 11} (2)

m=4

6. 3 2112 {1,4,5,8,9,12,13,16} (2);{2,3,6, 7,10,11, 14, 15}

7. 4 22272 {1,4,5,8,9,12,13,16} (2);{2,3,6, 7,10, 11, 14,15} (2)

8 5 3223 {1,4,5,8,9,12,13,16} (3);{2,3,6, 7,10, 11, 14,15} (2

9 6 4,224 {1,4,5,8,9,12,13,16} (4);{2,3,6, 7,10, 11, 14,15} (2)

10. 7 4,334 {1,4,5,8,9,12,13,16} (4);{2,3,6, 7,10, 11, 14,15} (3)

1 8 5335 {1,4,5,8,9,12,13,16} (5);{2,3,6, 7,10, 11, 14,15} (3)

12 9 6,336 {1,4,5,8,9,12,13,16} (6);{2,3,6, 7,10, 11, 14, 15} (3)

m=5

13 6 32223 {1,5,6,10,11, 15,16, 20} (3);{2,4,7,9,12,14,17, 19} (2);{3,3,8,8, 13,13, 18,18}
14. 7 4,2,2,2,4 {1,5,6,10,11, 15,16, 20} (4);{2,4,7,9,12,14,17,19} (2);{3,3,8,8,13,13,18, 18}
15 8 4,3234 {1,5,6,10,11,15, 16,20} (4);{2,4,7,9,12,14,17,19} (3);{3,3,8,8,13,13,18, 18}
16. 9 53235 {1,5,6,10,11,15,16,20}(5);{2,4,7,9,12,14,17,19} (3);{3,3,8,8,13,13,18, 18}
m=6

17. 5 221122 {1,6,7,12,13,18,19, 24} (2);{2,5,8,11, 14,17, 20, 23} (2);

{3, 4,9,10, 15, 16, 21, 22}

18. 6 3,21,1,23 {16,712 13, 18,19, 24} (3);{2, 5 8, 11, 14, 17, 20, 23} (2);
{3,4,9,10, 15, 16, 21, 22}

19. 7 322223 {16,712 13, 18,19, 24} (3);{2, 5, 8, 11, 14, 17, 20, 23} (2);
{3, 4,9, 10, 15, 16, 21, 22} (2)

20. 8 3,3,2233 {16712 13 18,19, 24} (3);{2 5,8, 11, 14, 17, 20, 23} (3);
{3, 4,9, 10, 15, 16, 21, 22} (2)

2. 9 4,3,2,2,34  {1,6,7 12 13,18, 19, 24} (4); {2, 5, 8, 11, 14, 17, 20, 23} (3);
{3, 4,9,10, 15, 16, 21, 22} (2)

m=7
22. 8 3222223 {1,7,8,14,15,21, 22,28} (3); {2, 6,9, 13, 16, 20, 23, 27} (2);
{3,5, 10, 12, 17, 19, 24, 26} (2); {4, 4, 11, 11, 18, 18, 25, 25}

23. 9 3322233 {178 14, 15 21, 22, 28} (3); {2 6,9, 13, 16, 20, 23, 27} (3);
{3, 5,10, 12, 17, 19, 24, 26} (2); {4, 4, 11, 11, 18, 18, 25, 25}




