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Chapter 1

N INTRODUCT ION

In a program of research, agricultural experiments on
8, ,single factor or a group of factors are usually carried out
at a number of places over a number of years. It is generslly
seen that the effect of most factors (fertilizers, wvarietles
etc,.) varies considerabl{ from place to place’ﬁ?d from year
to year, owing to differences in soil, agronqeic practices,
climatic conditions and other variations in'/hvironment.
Consequently the results obtained from expefiments at a single
place in a single year, however accurate and trusﬁworthy may
be are of limited utility for determinipg the most profitable
variety, level of manuring and suitable agricultural practices,
To find the response of manures and practices in different
soil climatic regions ané to select the best manure or
practice in the region, it 1s essential that the experiments
should be scattered over a reglon, without being concentrated
at a single place. In Indla fertilizer trials kave been
extensively conducted at varlous centres including farmers?! !
lands to set up optimum standards of manuring for dlfferent
soil climatlc reglons of}ﬁhe country, so that the differential
response or interaction of fertilizer and fields wlthin a given
soil-climatic region 1s small, it any. &f this interaction
1ls not small, the further subdlvisions of a given region by

the physical or chemical properties of the soil or the
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climstic factors including rainfall, temperature ete, will
make the intersction ;mali fwithin the subreglons and hence
making further optimal usé of fertllizers, Thus the problem
reduces to test hypothesis that the component of variation
duse to interaction of treatment and locations within the
g;éen region is. negligible,

Yates and Cochrén (1238) analysed groups of experi-
ments assumlhg a mlxed model wlth treatments as fixed factors
and locatihns or places as random factors. Qhe placés were
selected randomly from the entire region repné enting the

population, They assumed the model

’

Tijg =m +ely + by + Ay 4 Eyy " o1k

‘Where Yj4) = obgervation on 1th treatm9é; appliedain xbh
£ield or block of jPB place.
/3 = general mesn
Ly = affect of 1%B treatment
by = effect of JUB place
‘xij = effect of the interaction of itR treatment with
itk place
£y = effect of kth field or block in J%R place ¢
and egy = random error, '

The underlying assumptiorns about the model were

A4 = constant for all places

E()\ij) = O3 V(:Aﬁij) = 0% independently of 1 & j
E(bjAs1y) = 05 E(eggn) =05 V(egju) = Ge?

and by, A1j, 61jk are independent normal variables.
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In their analysls, heterogenelty of interaction
variance that 3s,a dependence of 0;2 on place and treatment
is likely to be of frequent occurrence. For example, at one
place the experimental mabterial msy be unresponsive to all
th? treatments, while at another place, there may be little
response to a few treatments and very large response to other
treatments. Such situations make the usual test of treatment
B.s. by treatment x place m,s., ineffective and moreover there
will be little Interest in an exact test of hypothesls that

allely's are equal to a constant, /’j

/
The assumption of independence of p}éges and

interaction of places x treatment postulated by Yayes and
Cochran does not seem to be justified iqzhost of tﬁe situations,
For example, consider two different regions A and B, so that
A has a uniformly distributed rainfall and B is arid., It is
well-known that the response to nitrogenous fertllizer is
'mich better in A than ip B. Thus comparing-two treatments
(1) no fertilizer, (2) 20 lbs., of nitrogen per acre, we |
generally have X . -
bA. 7 bB N /

and )\ op 2 A28
showing that the by end )X\ 1j are correlated. Such a case
was actually observed in experiment on cotton in India, where

it was found that in many cases, use of nitrogenous fertilizers

in high ylelding soll gave relatively better response per



unit of fertilizer'%han in poorer soil ("Manuring of Cotton
in India" - Indian Central Cotton Committee Publication),
To have realistic picture of the situatlon and not to
confront with difficulties in the procesg of analysis
?ncountered in the case of heterogeneity of interaction
component, we shall consider a model suggested by Scheffe

(1956) for an indusitrial experiment with machines and workers,

‘Scheffd considers an experiment invol¥ing I machines
and J workers., The J workers are assumed to be a random
sample from a large population of workers. / fach worker is
put on each machine for K days during the #énure of the
experiment, If Yjj is a measurement of the output of the
j%R worker on kR day that he is assigpéd to 1th hachine,

v

he puts Forward the model

Yigk = M+ AL+ By + Oy + eijk

] i

where the general mean M ana the machine effects{ati}

are constants and where the effects {bj} of workers, the
interaction {013} and errors {eijkﬁ are. random
variables about whose joint distribution certain assumptions

are made,

He, therefore, assumes Yjji = m3j + eijk where the
arrors {eijkE‘ are normally, independently and identically
distributed with zerd mean and variance 052 and Independently

of the true means {mij} The I random variables {mij} are
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the component of a.vector random varlable m = (m14y eooes ij)’
whose multivariate normal distribution is the basic concept

of the modéi.

Under the above assumptions, he calculates the
Jexpectation of mean squares (with suitable definitions of
' variance components) usually calculated in the anslysis of
varlance and studies the behaviour of the analysis of
varlance test under this model. He shows that for the test
of lnteraction component, the usual analysis of varilance test
has good properties but for testing the hypo%hesis of the
equallty of treatment means one has to useﬁa Hotelling's

/

72 . Statistic, /

I

Y
Many statisticians regard Scheffels modél as more

sulted for the analysls of agricultural experiments spread

over large tracts., However, the assumption of equality of
varlance of the error term egjx in different regions may not
possibly be realistic, a polint already noted by Scheffe in

his book "Analysls of Variance®, M.R. Sampford while .commenting
on a paper entitled "Models in the Analysis of Varlance®

read by Plackett (1960) at a Research methods meetlng of thé
Royal Statlstical Soclety considered the applicabllity of
Scheffe's model to an agricultural situation. He, however,

does not consider the assumptions regarding error in Scheffe's

model as quite realistiec, °
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We shall consider Scheffe's model as a first
approximation to the real nature of varlation in such
expariments a§E use them until better models are developed
baging on emplrical studles, e.g. uniformity trials, The
present work concerns with the analysis of Factorial experi-
meﬁts and Ipcomplete block designs, when dlstributed over

the different regions, under Scheffe's model,
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Chapter 2

{ MIXED * MODEL FACTORIAL EXPERIMENTS

A

2,1 - The models

1

/ Suppose it is decided to carry a factorial experiment

!
!

with three levels of nitrogen and three legels of- phosphate,
in a given region, to recommend the use of these two
fertllizers to the farmers. 7¥For this a random sample of »
villages is taken from the avallable villages of the region
and further in each village a number of fields 1ls taken for
the experiment, For the simplicity of céiculations an equal
number of k fields ls selected, In each field a factorial
experiment constituting the above nine treéfmépt combinations

/
is carried out, ’ \

-

-

The mathematical  model 1s then given by g
B AB B
(2.1.1) Yijkl = M +d‘§"'+dfj +J\'ij +'Dl + )\'?_'l + >\jll

AB
tALjL t St eggi

where i is the average yield, &% is the average response of
the 1B level of A(Nitrogen)‘, d.? is the average response of

the :jth level of B(Phosphate), o{_ﬁ is the average inter-

action response of the ith

1evel of A with :]th level of Bj;
/u,o(,%, d_;}, °Li;] are fixed effects and -Dl, )\&1, Ajl’

e e

Ai;jl’ £y and @4y are rahdom variables; Ui being the

th

response of 1~ village, ,\13_ the Interaction between 1th level
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of A with 1%B village, similar meenings for )\?1 and )\ﬁl;
i1 @4 jx1 denote the experimental errors - 43Kk arising
from plot to plot variation and fy1 from field to fleld
varlation, 1In the classical analysls of variance theory

-Dl is assumed to be independent of A's, As has been shown

‘ before, the situatlon in the agricultural experlments over
a région demgnds the use of Scheffe's theory of mixed model
analysls which assumes \)1 is correlated with )\?_1, XIJBJ.
and }‘ﬁl- Again )\gl's are not all independent so also

B
Aj1 and Xﬁl‘

As 91 and A 's are not independent we may write
(2.1.2) Yyg3 = myga + fi + e1ju1
where mj 31 is the true response per plot of the (ij)th
treatment in 1B village and fyq and eijkl are experimental
errors, which are independent of mg 41 anﬂ are 1ndependent1y
and ldentically distributed with mean zero and respective

constant varianees 0}2 and 0;2.

For each (1j1), myy are random varlables and since
the villages are randomly selected in the region, mijl's may
bo considered as random vériables depending upon (1j). Wwith
different 1, my4; may be considered as independent random
variables but for different (133, mg 57 need not be independent,
Thus it shows that the response of treatment depends upon the
village 1. This is because of the fact that the fertilizer
applied acts or reacts according to the varying amount and-

nature of existing nutrients in the soil of the villages,
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Moreover the effect‘is not often additive and so we consider
a more general assumption in which mggy follow a multivariate
normal distn) for each palr (1j). Although a multivarlate
normal distn, presupposes the population of villages to be
infinite, the assumption which 1s not true in thé given case
méy be accepted to have an approximate description of the

I
nature of variation,

2,2 « Definition of effects and variance components:

Labeling the village in the populati?qﬁby an index U
with the population distn. Py, we shall denQ?é the true
response of the :Lth level of factor A withlf%h level of
factor B in the village labeled U by ~ m(ij.u)

K
ST m(i3xa); \

1
where m(ij,u) =X k= 1

that is, when an index is replaced by a dot, 1t means
averaging with respeect to that index.,

Define the true mean for (1j) treatment to be

(2.2.1) Mgy = md..) =8 { n@aiw) .

The general mean is defined as the arithmetlic mean

of My over all the treatments 1l.e.

Mo = mlaiad)

(2.2,2)

"

E{g(oo.u) + g + m(22.u) }
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/
where (00), (01), (02).... (22) constitute all the possible
treatment combinations with three levels of A and three

AN
levels of B.

Y

Now the true mean of ith level of A can be defined

85 (2.2.3) ,my, = m(i...) = E [__g._)jm(ijku)
i u 3K jk

similarly,-(2.2.4) Ay = m(.J.:) = B [_;L__ PN m(ijku)]
ul3K ik
The amount by which the general mean ls exceeded bythe true

mean of the 1%8 lovel of A 1s called the main effect of the
&
i h level of the factor A,

n
n

m(ioon) - m(cooo)

. \
(2.2.6) similerly oL = Ay - A, = n(d0.) = nes.)

A
(2.2.5) thet is, oy = my - A

2.2.70e43 = m(13..) - m(1...) - m(ade.) + mCell)

The true mean for the village labeled < 1s, then
. (2.2.8)  V(u) = m(...u) - m(....) and may be called the
main effect of the village labeled u In the population, \\

Azain the interaction of the 1PR level of A and the
village labeled u 1ls defined as

N

2.2.9) AW = m(1..0) - m(i...) - m(e.ow) + m(...)

Similarly (2.2,10) )(?(u) =n(,j.0) - m(.Je.) = m(ooot) +m(o00s)d

2.2.10) AA5(@) = n(15.0) - m(i..) - m(i..w) - m(.d.u) +
m(i...) + m(.J..) + m(,..u) = m(esss)

From (2,2.5), (2.2.6), (2.2.7),(2.2.8), (2.2,2), (2.2,10),

(2.2,11), 1t is easily seen that



3L =0 4 = ©
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N g}‘;(q) = 0 for all u
, y‘_x(u).—: 0 for all u
z;}\;_jw}-_-. 0 for all u
*, Z)“jm= 0 ' for all u
' f0lw)= 0 ¢ foradl s -
E(Af(u)): 0 - for all j ,f;
E()GJBLU))z 0 for all (1ij)

From the above definitions ofot.%, ,,L?, o(,ﬁ, » 1Jor D (u)f
B AB

/\‘21, Aji1 and  Niji,we may write

gy = p o+ o+ oy vy v o9+ Aty o+ oAjL o+

: \
AB ,
AL+ B+ bgga

where 1 0,1,2; . k = 1 .,... K

ey
l

0,1,2; 1 = 1...0.7

Now the random efi“'ects {M’D (u), ,\%(u), A%:({ﬁ),)\%(u)}
are not independent and their variances and covarlances are
the functions of the covarisnce matrlx of the random variable

m(i,.u)., Similarly the covarianée matrices of the rax_zdom
varisbles m(.j:u) and m(i].u) aré associlated with the random
effect sets {O(u), )\%m, -,\?(u), )\B(u)} and

%ﬁ)(m, AAB(@), +v. ABg(u).  Define

(2.2,13) g—éi = Cov {m(i..u) m(:f..u)}
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™
(2.2.14)  g33' =, Cov {m(.3.1) m(.3'.u))

(2.2.15) G’ﬁilj' = cov{ m(ij.ua) m(i';]'.u)} and
\

I

O—ﬁiljl = a‘ﬁ if 1= 11
x . =17
aref t = 1 22
,’ Therefore we calculate v (u) 5 % 0 m(ijku)
(2.2,16) Var V(u) = _1 B {g 123 m(ijku)}z 7,
B1KZ
‘ = 0, say

Now A4(R) = m(i..u) - m(e..t) = m(i...) + m(aes.)
. = m(i..!-'l) - m(...ll) - /ui. - /1..

r

Since Cov ()é(u), ,\ﬁ‘.(u) will not depend on‘the M3 , we
§

may assume in 1ts caleulation a3 =0 \

Then Cov {?\? (u), }\‘;,(u)}
E[{m(i--u) - m(:..u)) 'V{m(i'..u) - m(...u)}]

O%ir - E{m(i..u)% Z‘:&i('i"'..u)}- E {m(i‘..u)éfm(i“..u)}+
=05 - 3 Z 0?1" --&220?'1:: + O = G-

e
'Gi?-

Simllarly Cov } )\J(u), (\J,‘(ﬁ)n = 0?;]‘ - 0?. - g}:. + 0'.-’.

i

n

A
- T

q»

) w
and cov i MFw, M@=z [{ i - n.w

- mgw +nt.w )} x {mrgnw - nd g - et
+ m(...u)}] s slnce other terms do not contribute anything

to the calculation of covarlance,

AB AB AR Ab
O - Oy - Ogirge - 0131' - 013 g+ %
+ 0 1:11 +0§_i| +0—j gt +0_i :]' "'0—:]1' - G-i“.

"i" = 0.:3-0 = -T?J' * 0—



Because of the symmetriec property of

the covariance matrices

o1 = G o, = O /
o33 = O3y 0131y’ = 0113113

) 05, = Oy and Oy = Oy ete.

In the similar way we can have

Cov {'O(u) )\‘;'(u)}
= B {m(i..u) m(i..u)} -
= o, - O

* 8

Cov, {—D (u) )\%(u)} =

AB
o {3 Hw) = #-
Now define d
T A\
Ta = -i-‘_ZLi»)
(2.2.17) % =4Sk
ARAL
qis =& z@j
and . *J
0L = Var 1)(.0)
L
Oa
= 'L 5:07\\. i
(202-18) o_!-aL .
=J 2.
S L
= 2—2
- .
,U‘-“BL = ‘1‘"52 TasL
“J

E- [m(...u) { m(i..,) - m(...u)”

E {m(.-..u)) 2



The quéntities 0;%, Oxr2, Opr2, Ozpr2 mey be expressed

in terms of the elemgnts of covarlance matrices as
AN

== o

oif=  +%coti- o7

Op2 = ‘{,}(O?J - 0)

[

Ohpr? ——ZI_OAB-z -201"*0&1'*0?3”0?.]
1
[.f
I§ 1s clear to see that (72 = 0, 1if and only 1f D (u) =

for all uj that is 1f the basic vectoxj m(u) = {m(00.u),

.. m(22.u) } has a degenerate distn, satisfying

”

m{00.u) + ... + m(22.u) = constant = 9 . 11\130 CJKL2 =0

i
if and only if var } )\?(u)n = 0 fbr all 1 or m(i..u) =
n{,,..q) +oL'g’, that 1s except for additive constants{oc?] ’
the random variables m(i,,u) are identical (not just

ldentically distributed), Similar conditions hold good

for Opy” and Ofpro.

2.3 - Calculation of sum of squares:

)
According fto usual least square method of finding

sum of squares

5.5.(8) = ;ZZZ ¥, -t )
K 4 <

= ark Yo(yy,,, - ¥, )"

5.5.(B) = LZLZ__ (¥ :1.. Y02

31‘K £ (YJ
d




S.S5.(AB). = EZZZ(HL.-h”.-lL. r,...)"
S
5.5.(VA) = ;Zh?i (Yy,,7 - Y1, =Y, 1+¥, )%
§.5.(vB) = ;g;% (3.1 - %5, - ¥, 1+  )°
,ﬁf&oreover .S.S. due to villages = S.5.(L) = 2;%)2% (¥,..1 - Y“.")z )

and S.5, due to fields within villages /

= {5y @ -t.0?)
i KT T ‘

!

Total S.S8. = ZL:ZZZ (Y131 =~ X )2 ss(vat) ‘1‘
K - " LN I )
S .o
1 -
Error sum of squares can he obtalned by suptracting all the
component of S.S. from Total S.S. /
- / / \
Partition of Degrees of freedom / ‘\
Sources d,f,
Villages (V) | T -1
Fields within villages r{K - 1)
A} - 2
I, \
Bg Preatments 2 ‘ h
AB] 4 . /
VxA , 2(r-1)
VB 2(r-1)
V x AB 4(r-1)
Error ‘ 8r(X-1)

Totals orK - 1
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Since the interaction AB contains 4 d.f., we can
break up this into two orthogonal parts - one containing
absolutely linear component and the other corresponding to

quadratic components.

A1By 1d.f,
That 1s, AB A1B)
1 AgBd 3 d.f.
AqBqp

where Aqu stands for the interaction of linear component
of A with the quadratic component of B. Similar meanings
can be attached to A1By, Aqu and Aqu.

- VA1B1 (r-1) d.f,
Similarly VAB  VA;B(}
VAyB] 3(r-1) d.f.
}
VAqug

where VA;B, stands for the interaction of linear x quadratic
component of AB with village and etc.

2
Now S.S.(A1By) = *rK[%% (Yoox1 = Yookl = Yogky * YOOkl)]
S.5.(A1Bg> AgBLy AqBg) = 2222 (T, - Yu... - vy, * 1,08
d ¢ i
- g [ %— Z (Yogu1 - Ygou1 - Yoz * Yook
S.S.(VA1By) = ¥x ; (¥gg,1 - ¥Ya0,1 - Yoo,1 + Yo0,1 = fa2,,
=1 ¢
+ Yoo, * Yop.. - Yoo,.)”
.e s .o z.nj ‘ﬁ': n.\}’ .
ges £ A

Pl



 aned
=3

and S.5.(VA1By, VA,B;, VA B )

= 5.5.(VAB) - ¥ S (2.1 - 0.1 - Yoo,1 * Y001

e » . . . ) 2

2 -
- Yop,, * Yoo,, * Yo2,, = Yoo,

! In sgricultural experiments over a small region,

the interaction of quadratic -components of AB with village
may be assumed to be small, Therefore appropriate test
procedure should be worked out to test this interaction and
if 1t is found not significant, it can be pool?t};’with error,
2.4 - Expectation of Mean Squa_res. // ¢

ElS.S.(A)} = ark E[zu ec)+5-@- - ) 7
\+2L>~..-)~) 1—2@3‘; -}\ )+Z({--—'¢ )J

= 3rK F_L_,"!.(oti) + 3K z AL g +20g
Therefore E(M,S.,A) = 3,1-K‘ %2 + 3K __%2 + 0—92

. Similarly E(M.S.B) = 3rK 032 + 3K 053% + 052

) g 9
A ; Ap . *
, Again E(S.8.AB) = E :zz:(ohj -ezf"- S22 re 2 O R8N

?

+ FE ESZE(&J,._ €c...- €. +e...__f' .

J
rK 2Z(dtf]1+vkszz(;\ff.)‘ + 46t

n

4 4“' 1 a’J'." . N
1t’\2§&-k°£;j) t l:- zz Atﬁl.',t:} t 4O¢. .
. - 2 ~ 9 2
e « E (M.S.AB) = rK % + K O—ABL. + O;

To £1nd E(S.5.Q) = E[S.S. (418, AgBy, AgBg)] 5 we have



: | '\

| : 18
\ Nord e
4 S.S.(A;By) = rK(«22 - 20 ~ {02 + ol00)2 ﬁ? a8 q
i 2
+ T (A22. - A20, - A02. + A00.) ? Pwuluck
A ERRP

+ rK (e22,. ~ €20.. - 202,, + €00,,)2 Ev 7

Therefore E(S5.5.Q) = rK EZZ-(otﬁ)a +rKEZZ (f\ﬁ-)z‘* 4062
{I . ‘fg‘a}:;
) -EEE(otzz - o20 - ooz + Lgp)? Ao
- i&(lzz. - A20, - A02, + Ago,)® ? ?'

- i—KE(eggn - 22000 - 202.- + eoooo)a

]

rK(okgl +o<.2L0 +o¢%1 + o&a +°<§1)

2
¥ gil{(&zz +olB0 + B2 +&(B0) +X& X (Ran a0 Aan Loz + Laeclos
\ +hloae(.o—e{:.1-’~n-d-g_¢'(¢)

' 2
(/5,0, + K(Jél:[, +O'iOL +U11L + TBL\ + 0“11-)
6\' 2 2 2 2
ﬂ * %IS(U@ZL +030L +7902L + T00L)

>

Rﬁ\’w‘ ¥ g(d“ézz.,zox. +Y223,02L + 9201,00L +702L,00L
- U221,00L -9 20L,02L) + 3032

where GI;}Lz = V(Agj1)

and  Oyp g1g1g, = COVEALI15 Agrgey)

[ ] . = 2 2
E (M.S.Q.) %I—C(a{ol +06{10 +o(]§ +ola 4 °<2§)

* rK(aiza ol29 + e{oz + 0400) + .._.(oc aolao + Kanelog + Aaoelos

+elprdor ~ Ocudltb-"‘i’-bdu)




9 9 9 2 2
+ £001% + 9300 +01L Y Taon + T2iL)

Y 2 2
+ X(Teal + T20L + T02L + TOOL)

+ (T er,200 + To21,02n  + T201,001) J02L,00L

/ ~T22L,00L -, T20L,02L) + Og2
(f Therefore Now E(M.S,VA) = 3K Z ’1 + 082
B 2 T
= 3K 052 + 0.2
AL e

E, (M.S.VB) = 3K Op® + Og2

and E(1.5.7AB) = X ZZ be 1y * G = KOt + 02

To find B(M.S.VQ), we first calculate ‘

E(S.5.VA;B, ) =§EZ(}221 - o2l - Az0l '+ Aool
L

- N22, +)20, + )02, = V\OO.)‘?* (r-1) 032

Then E(S.S.VQ) = (r- l)K 2 5_ ABL 13 * 4(r-1) O 2
K d«’ N 2 2 2 v !
- Z(r-1) 221. +020L +T02L + T00L
. : X,
+ g(r-l){szL,zoL + Tovr,02L, + 920L,00L b
[
+ J021,00L - U'gzL,OOL - 0‘201.,021,} ~{r~1) 0;,2

2 2 __2 __2 __ 2
o EOMS.TQ) = 5(T01f + Ti0L + UL + T2t +031L)

2 2 2
Zl(0"2:31. + Y20I, + 9021 + Y00L)
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/

+§('GrzéL,zOL + T221,021 + Jeorn,00r + J02L,00L
V- Jeen,00L - J20L,021) + Oy°

Lastly 1t can be easily proved

E(Error M.S.) = 052

2.5 ~ Tests of Significance:

In the present case the natural hypoth%}s to be

tested are:

HA!OA2=O HVASOKL = 0
MR : Of2 =0 HVB : Og° = O
HQ : 0{;2=0 Hvq @ 0}}Q2\ = 0

Though MSA and MSVA are statlstically independent
aﬁd under the hypothesis HA: Q&? =0 4,0, all OC% = 0
have the same expected values, their quotient does not in
general have the 'F' distn, under HA. This is due to the
fact that neither numerator nor denominator can be distributed
as constant times the noncentral or central}? variablgs. An
exact test of this hypothesis can be obtained with thé help
of Hotelling?'s 7@ statistic (Scheffe, 1956). -The same
consideration can be applied to test HB : 052 =

The hypothesis HVA 3 O&Az = O and HYB : OGBz = 0
may be tested respectively with the statistic (MS)VA and

¥S)e
(\\Mw 6(><\/ 0(.
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Fd . o -
Mﬁfé,vgs whigh under the hypothesis have the 'F' distn. with

2(r - 1) and 8r(K ~ 1) d.f. Since each of the above statistles
is dié%ributed as the quotient of a linear combination of
independent?(? variables by another independent>L2 variable,
the power of the test 1s not expressible in terms of the non-
central 'F' distn, but it can be approximated by central 'F!
diétn.

To test Hyg = Opo® = O, the quantity
E(M.S.)yq - BULS.) = 500112 + T1012 +0111? + Oia12 +0211%)
+ %(0521.2 +02012 +00212 + T0012) + %(Oézx.,ozz. +022L,20L

+9201,00L +J02L,00L - U%2L,001 - 920L,02L)

!

7/ Soou? + .. +02117) + EoBer? + ) +000L2) oy

+ §(-022L,02L - U22L,20L - 930L,00L - J02L,00L - U22L,00L

-

- T20L,021) = §(oou? + 01012 + .. +921?) + &0Ber - TOan)?

+ (0221 - 920L)° + (O20L - 900L)2 + (J02L - JO0L)2 {av
, v ]
+ (O%2L - O60L)° + ©B0L - 902L)2 6 v
. : % e
is not less than zero, 1% being zero only whenf750L2, ey R
/ ~*

<T§2L2 are zero l.e, when 0§q2 = 0,

(M.S )V

2 .
Thus under HVQ : OEQ = '(Wj——‘ follows 'F!

dlsin. with S(r - 1), SI(K - l) dofo

However the power of the test 1ls not expressible In

terms of the central or noncentral 'F*' distn., since under



alternative hypothesis 0;&2 # 0, (I.S.)y 1s not distributed
as a constant component of}(z variable. Since (M'S°)VQ is
distributed as a linear function of independent).2 variables
and (M.S.), is distributed as a constant component of?Cz
variable, the power may be calculated by using Box's (1954)

result,

To test HQ : 052 =0 g~

When OﬁQz = 0, that is when the interaction mean
square (M'S')VQ is not significant, we can pool it with
error mean square and test (M.S.)Q against this pooled m.s,

Under alternative hypothesis 052 # 0, (M‘S')Q follows
i M.S. SpooIeE

noncentral 'F!' distribution and therefore power can be
A i

calculated easlily,
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7/ Chapter 3

N\
MIXED MODEL EXPERIMENTS WITH TNCOMPLETE BLOCKS

; The mized model analysls could be extended to
incomplete block experiments also. We shall in particular
conslder the problem of testing for the interaction of
treatment x places when a number of similar incomplete block

axperiments are considered in different randomly chosen places.

Let there be J fields ln each of the r villages and
in jth field of each village ith treatment is applied nyj
times, Let the total number of treatments to be tested be I,
Therefore we have ny4 cell fregueneles in (ii)th cell and
this design 1is replicated in r villages,

The mixed model) assumed l1s

Yyge = Movold + £y +d + Agpe + g4y

1=l ' EE RN I
J-':l [ N J
K=1 ..-..-‘.1‘

", Where m and «4's aré fixed effects corresponding to general
mean and treatments; o)y and Ajix are random effects
corresponding to villages and interaction of village with
treatment; £y and 4 4) are error components - fix representing
the variation from field to field and 813k representing

experimental errors,



The assumptions regarding the components of the

- model are alike to those assumed in the previous chapter,
\

Partition of Degrees of freedom
\

Source d.f.
Villages T -1
Flelds within villages r(J - 1)
Treatments (I~ 1)
Treatments x villages (r - 1)(I - 1)
Error (experimental) rn. .~ r{I+J~1)
Total m,, =1
where n,, = 2. 3 nij
“¥

/

i
Treatment S.S. is obtained from all the r villages and is

- I A

given by S t1 Q1
wEy

where Q3 = E__ Qik and Qix = Tik = Z Eil Bjk
K= F B.J

with Ty, = The total yield of 1%h treatment from k%A village.
By = The total yleld of ™8 2161 in 1M village
nyqy = The number of observations in (1) cer1 ‘
n 4= %nij’ ng = &Z_nij and %1‘3 are the

solutions of the equations

a1ty +agp g + .+ gty = Qg
r
A A + A
ap 1y + apoty + .. + apyly = gﬁ
QI

api®y * ety * .. oy = =



a7

! p
Vo Pwd%”&
/o nige |
Where ajj = ny, - z
e n-j
andal\i; = e zw (L £ 1Y)
& B

Since these I equations are not independent, we omit the

A
last equation and again put t1 =0

Therefore we have E’qji_i' Lty o= Q1 1=1... I-1)

T
. . tl ¢ Ql
X _ 1 o . 1
.tI-l .
QI-1
.'. Sum of dquares for treatments y
_ 1 s ' =1 Q :
= F(Qys e Q12 [éiiﬂ' o
' + .,
Q1-1
1 I..-\ ™
=£Q'CQ = § O C117QiQq.

“'.r.'-':l
The sum of squares for treatment x village interactdn is

caleculated as

I

v_ I-l
> Y Catr Qudike - 7 T, Ca1 Qs

Y]
KTt we ™) 1 ‘l

Now E (TII':ea.tment: S.8.) =1~ ; flaii, olq o1+
-t - -
* 7_ Z%.Covi!)i(u),,p(u)g (1-1) 0,2

and E(treatment x village S.S.)

T-y T

g
= (r-1) S Za“CovDAi(u) M.(u)g + (r=-1)(I-1)02

]
\.\\-|



To prove the unbiasedness of the test of interaction m.s.

by the error m,s,, it will be sufficient to prove that
SN

l o
COVgxi(u) Aiz(u)g 1s always positive, 1

r

I~ 1+ Lt 1

¢ { ¢ i
Now 7 2 aiir Covgh(u) Ait(u)g =E 3 ) aiir sx“,'?;l(u)}\il(u)g

« . md -
WSl ety I

S

Since [?ii'}-l is a symmetric positive definite matrix

(being variance - covariance matrix), [aii'] is also

positive definite. Therefore, the above expression can be
reduced by a suitable transformation to the form

B N~ (@) +...+ €, A, (u) where € are all positive,

Therefore E'{'E,h% (W + .. + €4, Aiﬂ(u)}

= €, Var A (u)# ...+ Var A (u), which is
always positive,

Thus if the treatment x village interaction is not
present, the usual F-test will have the same level of
significance as the nominal one. When the interaction 1is
present, the distribution of the ratio, . .

$.5. due to interaction of treatment x village
S.5. due to error

!

will not have a constant times noncentral 'F' distribution

but will still yield an unbiaged test.

The power of this test under the alternative
hypothesis 1s indicated by the difference of the expected



/

values of trpaftment x-vilJ:age 5.8. and error S.5. Since
the numerator and denominator of the test criterion are
quadratic forms in normal variables we can find the
approximgte power of thls test by using Satterthwaite's
approximation for a linear function of independent )&
variables, Some calculations of this type in a different
context has been done by Imhof (1961).

29



Part 1T

Mixed Model Analysis of Covarilance
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MIXED MODEL ANATLYSIS OF COVARIANCE IN
. AGRICULTURAT, EXPERIMENTS

1. Introduction:

The use of auxiliary information has been made
extensively in the model I of Eisenhart (1947). The utility
of these snalyses In increasing the precision of an experi-
ment has been verifled in numerous occasions and one would
imagine the same result to follow from the use of auxiliary
information in Scheffe's mixed model. There are, however,
some difficulties in setting up a model with auxiliary
variables in this case unlike in the case of model I, A
mlxed model will be considered in tha’following‘EOr the
analysis of covariance with certain assumptlons about the
covariance structure of the main and auxiliary variates, 1In
the postulated model the components due to errors has been 7
subdivided into two independent parts - unit error;h;orres- ‘
ponding to difference in fertility between plots within sltes
and technical errors corresponding to errors of measuremehtsl
ete, During large scale fertilizer trials distributed over(
different places, it 1s usually seen that the yield of the
previous year for the whole region (with no use of fertilizer)
is correlated with the yield of the glven year, Therefors it
seems that the efficlency will be gained by the use of yield

data of the previous year In the analysis problem. The main




aim as mentioned in previous chapters rests in testing the

interactlon of treatment with region in order to demarcate

effectively the soileclimatic zones.

2. Model :

/
! Suppose Yijk is the response on the kth replicate

of 1%h treatment in j®P region, Then we write

Yijk = myy + ogg +Cugk

1 = -l LI BN B B BN 3 I
j = l [ B J
k = l o® & 8 e K
Again suppose xijk is the response on the kth replicate of
4 \

1th treatment in jth reglon for the previous year.' For

this we assume the model

gk = Xj + eq3x +'[1;1k

where 13k is the error due to differences in soil fertility
between plots within the region and e’ijk: 1% are specific
errors of observations etc. Xj is the true mean yield in

the jth region.

Y
1

WB further assume (mij, mgj [N ] ij’ Xj) fOIlOW
(I + 1) variate normal distribution and COV(mlJ xj)

= COV(m2J XJ) S heae = QOV(ij Xj)- That means XJ iS
equally correlated with the varlates (myj, myy ... mrj).
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This assumption is based on the idea that XJ. represents the
fertility of the soil and should affect all myj:g equally.

No%{yijk} , sxijk} will also have a multivariate

normal distribution. Let the vector

! — -
! Y‘ - (YIll seew YIJK) and x’ - (Xlll RN XIJ’K)

H

. Y .
and let T = [x]’ then the distribution of T 1s given by

- ) J
p(T) = Constant |ZT\i‘expO-§(T-E‘I)' ZT']-(T-ET)g
I . Zn
where ZT = .
2 2 = .

YY,” YX,“ XX are partitioned matrices' representing
the variance-covariance matrices of ¥ and X. The condltlonal

distribution of Y for given!X is

J

g - 2

where EYY.X = ZYY"ZYX zn ZXY
Now COV(Yijk_ Yiljlkl) = —'ijl(ozj_r + b'ij_l @k' 0;2

4+ Tl + gn, g

et %)

COV(Xijk xgljlk) = 6;:]1(03.{2 + giil Skk' 0—62 + 0440 Skk' 02)

1

GOV(Yijk Xiljlkl) = gjj'(o-XY + Sii' &:{k' 032)



Where O34+ = Cov(mjy myry), E(X) = myx = O
Uiz = Var (Xj)
\
Oy = COV(IHij Xj)

Thus ZYY "1 0 A v.vuu. ©

—

A 00010-. 0

L4 . s e e s e @

'0 ancooo AdeJ'

Where A is a submatrix of size IK
A = ((Agg ) xg + (02 + D) Uk x IX
O-‘ T so0ee 0- '—
and Adsrs [ 011 i1
L_ O-iil R OEi'_JKIK
3
"B 0 .... O]
Again zxx _|10B....0

. » LR B L]

OOC'C‘CBJxJ

o

3"t o0....0

Therefore Zxx'l- ‘= |0 7l ... 0

b~ -
o0 '.,..B %

gz J
- . . )
] ‘o_x + 0-; + 012] -----.......03{ T
' 2 9 2
L’ O‘X EEEEEREREER X Gx"'o-e +G_?

33

IK x IK
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N
-1

B~ = ((b°%))1x x 1k 15 & syfmmetric matrix having the property

brr - bSS
AY
brs = brlsl
= p_ say.

1— c 0 L IR BN BN ) 0

Again E'xx = 0C .... O

| 00 .... C I x7J

Where C = ((Ogg))ix x 1k * Co- Uz ix= O + G2 U

., —CB-l_g cees O Tb+0Zb....0
Now : ZXY ZXX. = 1 0CB ™ .00 0 - | . seve »
o o ... cB}t o 0 «... Ob+0s2 b

Therefore E(Y|X) = my + ZXYZXX-l X, )

T11 ... 1] (il pl2 |, plIK
But Ob = Oy L I e e v eeer o

2 3| B0 L HIK, K

E:bil’ "g:bm T{Kbi’_m_

&0

= O-XY T . conse .
. I . X z X

In the above matrix all the elements are the samé i,e.

b* (SE-Y). d
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T‘ll [ BN B 1
Therefore b ,= Oxy by [11 .... 1

h 11 ... 1]IKzxIK
L ..., 1 1
/ XMW
; 11 LI N l e v e te e OJ.K)&IK z
... E(le)= +O" 'b a e ae o [
AP Ny 1) xxox
' 11 see 1
11 * ®* 0 1
OIK.I'I.K.‘...‘
ll [N l J x J
i
Ts ! \ b WS ‘o
("V1x x Ik - Opuyre = ?
2
+ o; e e e e e e e e e e ,
Orkazw ((brs))IK k| §x9
Y 9
. L e ‘-\. - ‘h
. e E(Yijklxijk) q@_q-d}?‘i- Oxy be Xijk + Oxy b*Xier: Q\T‘"‘l{m
e !
: m VX)X
(R) + 022 BFF gy # 02 BTS 3 (1) X1 i N7 %
o 13k * Ye Sy ] | (L%
KK \_ /o
e VY
Where m is determined by the sign of the co-facter in the K¢ ue
rs j4'
inverse matrix ((b 7)) Fevs
= ﬁ.l + °Li + P] Xijk'F ?3, Sijk + P‘ zijk /\'\_%.A
- 2 .rr = 6‘ b
where P = (Oxy be + Gg° V'), Pz XY Pas

P

]

m
Oéz br's, Si:]k = %.Xitjkl’ 21 jk =Z(-l) X315k
v ao

Kde K3x

A



/ -
Therefore we can assume model

N\
Yijk '-"-/1 + °Li + bj + qi.j + PI Xijk + ra. Si_jk

+ Ps 255 + o'13k P

Where ,»m = general mean

oy = 1%B greatment effect
bj = Jth region effect
Ciy =  the Interaction of 1th treatment with jth region

= mij + P'xijk + [3; Sijk + Pg Zijk + G'ijk.

3. Structure of conditional covariance matrix:

1

A- cBC ...... b

z !
Now Y¥.X =

0.veeee A-CB 0| Tx7

Where A, B, C are defined in accordance with the previous

saction,

G 2 2 - % % 20 2
Write B = 1 X? * 0" q; Qi )

=1 O-XZ "l‘k LRI %2 _1
.2 sese’s . Wheyre l:"}i%dgl-
oi TR o-xz +)\ h
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AN
@ 1) &
(S F‘,QV VRB" ;),c"/
L e 7 ";\'\
. / N> \z}" LA
It may be easily shown that. g . = ' N e
¢ \(\,C‘
o
-IKsz.:k ...'.........‘...e.—?‘........
B-l = _;- [ I BN BN 3 (-l)r+s x LN N )
N tevea W
1- %
9 00 58 ¢ hso0 e IKGX +a
.1 '
* = Uz * A Uk x 1w
Where X\': 63{9 _
m and U 1s an unit matrix of order

IK and U! is a matrix which has got (<1) as the diagonsal
elements and in the other positions’ is +1 or <1 according as

the sum of t.he row and.column indices are even or odd.
Thersfore .. » cBTIc = ":'[{(O_XI + 02 W)(U + AU ) (Oxy + 0'9211)
= _g\"*m((ﬁxzz))' + 20;,2((ny) ﬁifzﬁ‘ﬁfgwn)) \?\
+ (02 + ) (-2)((Oy)) + Gpu + N0 %) )
if IK is even,
If IK is odd, (-2) in the above expression is repiaced by (-l)',x

= A {om - 2 00 + [ 202 - 2+ > 67
(O + G%u + A Og%ur)



N

Now contribution of ,CB"lc to the covariance of Yy Y10 5uer

v

Lo etven by ok - 21 3, 20y + [as? - ca0h, + % G2

+ 0'94 - 7"\,0;4} when 1 = i
] "I = :jl‘
/ k = kt
Ll 2
= e - 2ma ) 0p® + [262 « 200+ 2 G2) Oy
+ ANGE)  for 1 = 1 1 £ 4
- J = j* or | = J!
k F£ k! k = Kkt
and = 0 otherwise

\-
Again the contributlon of A to the covariance of ¥ijk, Yitjtk!

1s given by Ojqr + G2 + 02 Af 1 = i
;o= g
ko= ket

Cyqt . if i # Kkt it
g & 30 = L
k = kt
034 if i = - it
J = 3t
. k k!

L1

and O otherwise



4, Test of significance of interaction :

Define Type In{odel Yige= A + &1 + by

PRy v P Eijk + P2k + e1gk ?

and Type II,model  Yiy = M + <1 + by + Cyy

Resldual sum of squares from the Type I model

Z ~
=2 (Tyqe =¥y, -~ Y5, +Y )~ P RETIACIE T
:'iK i-ih.

< X3, 0t X )- F;? Ti4k (gijk « &, - 84, + 5,. )
c.J‘p..

\
i

- Fzzyijk(zi:lk ~Z  ~23, %2 )

ij.

! y
where the symbol , represents the average over the particular

suffix and [’;1 , éa ond [3", are the estimates éf r--l‘.. ad r’n

4

from Type I model,

Again Regldual =,.,s, under Type II model

= a > :
= Z(Yijk - Yij.) - Flt %K(Yijk. - Yij.)(xijk - Xij.)

Lj;
- et zgm Ty e = Yyq, )Gy - R
g - 'rh« 2. (Tygi = Xyq X2y = Zg4))

:-JK_

where [314 -F:.n ond fsu are the estimates of P Pa o 3

from Type II model, v

1




To test the interaction gd’z var(cij) = 0 for all 1, we
have
\ L}
p=I10K - I - 3 _Res.® 5" (Type I model)-Res.S:S+(Type ITma
(I-1) (7-D % Residual s.s.(Type II Model)

To determine the distribution of Denominator and

Numerator it can be argued in the following way:
Since Yijk - Yij. does not invo}ve my 4 the residual

s.5. 1n the Denominator for fixed values of X, is distributed

ijk
as constant component of central ?L with (IJK - IJ - 3) d.f.
and since it has the same distribution for every wvalue of

xijk’ unconditionally also, the residual s.s. follows 22'

distribution, Again under the hypothesis thercontribution
of 1y 5 to the s,s. in the numerator vanishes and in the
result we have the numerator distributed as constant component

of X*  with (I-1)(J-1) d.f,

1
Therefore the ratlc 'F' follows Snedecor's 'F!

dlstribution (under the null hypothesis) with (I—l)(Jfl) and
(IJK - IJ - 3) 4.7,

6. The property of unbiasedness of test : -

When xijk’ my 4 are fixed the interaction s.s. (s,s.

in the numerator of 'F! ratio) follows constant component of
% .

noncentral 7@ distribution with (I-1)(J-1) d4.f., and non-

centrality parameter Z% ci.‘]
Var(Yijklxijk’mij)




Therefore the ratio of interaction m,s. to error
m,s, follows a npncenﬂ%al 'F' distribution under the
alternative hyp?thesis that Var-(Cij);> 0. Due %o the fact
that 'F' test is unbiased, we shall get an unblased test of
the ratio under alternative hypothesis with the condition
that X 5100 Iy y are fixed. Since for every value of X jx
my y we get an unbiased test, unconditionally also the

property of unbiasedness follows.
6. Gain in the use of auxiliary information :

The use of auxiliary information does not result in
inereasing the precision of the experiment if

- 2 2
In the case of proposed model y

,

Var(Yijk\Xijk,mij) = 6-2 + 0"2 ,'- ..(|_:.i'._) 0‘4

e [ ’\ a

Thus when the covarlarnce. technique is useless

E(BError mean square) = 0;2' + 0:2 and when the

-

proposed model holds good

¢

E(Error mean square) = 0;2 + q:z - (J;;21_>064
S

Therefore the expected reduction in variance duwe %o the use

of auxiliary information ig L'=™ ) 0.
*

o
Where 7\‘ = I—Kxg_?—:T 'and N = 0‘92 + 0:‘2.
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One will genenailﬁ expect some gain by using the
covariance technique, Also the assumption of the normality
of the distribution of {X,) which is implied in assuming
that the distributlon of (mIJ’ mEJ seve Mgy xj) has a (I + 1)
variate normal distribution 1ls not essential for the
application of this technique as in the usual regression
analysis. However, the specific form of the regression
equation (R), depends on the assumption of the (X + 1) variate
normal distribution and it would not generally be possible
to get a covariance analysis of this form without introducing
a distribution of {Xj}. The reason for this 1s that Eyq)
enters both{Y; s \and{X; ). If instead of teking the

conditional distribution of i{¥iy} when {X,..| is

135
fixed, we consider the conditional distribution of { Yijk}
for {Xj} fixed, then the above difficuliy regarding
the distribution of | xj} would not appear in usual
regression analysis. However, this would not be eppropriate
here since f xﬁ} corresponds toc a random sample of
experimental regions and to fix { XJ} _would be to fix the
reglons, so that the basic character of Scheffe's model would
change. Thus some asgsumption regarding the distribution of
jxj} has to be made and provisionally one may take a
normal distribution as appropriate. The validity of this
assumptions can be established through a uniformity trial

over a number of randomly selected regilons.




Part III

Two Stage Test Procedurs



ON STEIN'S TWU SAMPLE THEQORY TO TEST THE DIFFERENCE
BETWEEN MEANS OF NORMAT, POPULALIONS WILH GOMMON

UNKNOWN VARIANCE AND UNE%UAL AMOUNT OF SAMPLING FROM
THE POPULATIONS

\
AY

/1, Imtroduction :

Stein (1945) developed two sample theory to test
hypothesis concerning the mean of a normal population with
power independent of population variance. He also consldered
a general hypothesls for independent homoscedastic normal
observations and extended Danzig's (1940) theorem of non=-
existence of any non-trivial s;ngle sample test for the
same case. Proceeding on the lines indicated Dby Steln,
Chapman (1950) obtalned tests for the equality lof means
from two normal populations under Fisher-Behren's set-up.
Ruben (1961) found a slightly stronger form of two stage
sampling to determine confidence intervals for the means

of the normal populations with common unknown variance,

For the test of means, both Stein and Ruben considered
an equal amount oé sampling from the populations in quest%on
and initial samples were of same size, But in practical
situations, this may not be coptimum procedures from the
point of view of minimising cost of taking samples,as the
relative cost of selecting sampling units may be &ifferent
and there may be other operational difficulties, Therefore



in the following chapter - a modification of Stein's procedure,
s

which envisages unequal amount of sampling is considered

for the test of means of the normal populations having

common unknown varlance,
2. Basic Theory :

Take a sample of ng observations and calculate

.

o

8p2 = noi-l Z|: (X1 ~ %2 as an estimate of 0% with ny~1 d.f.
3 802 d

et n = Max.g 5 + 1, n0+1g where Z 1s a predetermined

constant and it may be called "Studentized Scale Factor",

Take n -~ no observations such that

(1) ?ai = 1 (11) a1 ="'. ces = ang
n
(111) 2ag® = *—rsﬁ
3
Now caify = U ro1lows 't distribution with
)

(no"l) d,f. and hence a confidence interval for A can be 9

b ]

obtalned Ilndependent of o2,
p

3, Test Procedure for H: M1 = Mg @

Let xij’ i=1,2; j=1,2 ... be independent
random variables dlstributed according to N(mi, OF. We
wish to test hypothesis H : mp = Ap. Following Dantz1g(1940)



-

&

W
and Stein (1945)’1t can be proved that there does not
exlst any non-trivial single sample test for the hypothesis
(A = ﬂuzj, whose power i1s Independent of .

Choose a sample of size N, and my respectively from

the glven populations and compute

2 _ Sxgy - Z)24ltxyp - %o)?

S
ms 4 ng - 2
: .

Then n = max.} %E] + 1, ny+ 15 ;
i L4, i//
g2 !

m = max. } [gg] + 1, mg + 1y,
n.-

Where Z,, Zp are specified constants, .

‘ H

5
i

Xno + 1,2 **° Xm,g are taken from respective populations

and real numbers a1, 8o ... 8y.and by, .. by are chosen such

n
that qu_ =1 . 81 = ag = .. = ano
™
= b = b E e = P
jzb:} 1 1 2 mg
a2 2 : 2.2
vy F g

This is possible since

2

/N
Roleb? M=

min, 3 ai

I

Bl Bl

min, 7 bjz



I

Now define t

Then u follows student's 't!' distribution with ng * m0—2 d.f.
Tet oL be the size of ¢,R. and

”

P‘\{»@no\*' my - 2 7 tno + mo-2* 4/2} = */2

Then if we reject H, whenaver
i
‘ !

i
h ]

\ ?aixil - sz.]'sz
v Z

7 t-nO-}-mO"z: %/2

we got an unblased test whose power function 1is given by

l-FQu) = l--P{-tnom_g, «</ + P =M

E

4 13no.|.mo..g < tno+mo-2, /2 + /3.1_..1‘2} .
v Z

A confidence interval for ny = N of predetermined length
obtained
L, confidence coefficient 1 - o can be,by choosing Z such

that



-

=
I

&
i

P { - 2L = < tn;,.m;z < L

2 JZ 7 ltﬂf’ﬁ . L

\p {g“ai X1 - Jﬁbj Xyp = L/2AL 1y =iy

"(Fe1 Xg1 - 2 by Xjp + 1/2&:}
ey J®
I

L]

To find expected valuesof n and m: )
Following Stein we can find E(n) and E(m} satisfying
2
inequalities (ng + 1) P{'XEQ"' my - 2 < yl} + 9-2_&)
Zy
1
P{Xno +my -1 7 yl} < E@) { (ngey) «

P{X‘no+mo-2 Z yl} + 'OE"'P[XL - }

zl n0+m0-17y1
%
+P{?(-n0+mo-27 ylf} '

—— R

y
and(m0+1)P{Xn0+m0-2 <. 3{2} +  O°

&
P]Ixno+m0-l 7 yz} < E(m)< (mo+1);

P{XL np +mg ~- 2 < .VQ}"' ‘% pile-lo*'mo-l 7 Y2}
!

+ P{ ‘xmno +my-2 7y, }

The maximum error involved by taking upper or lower limit

of n and m is only unity,



From the limits of E(n) and E(m) it is clear that

1im, E(n) - 02

T b \{ -z—:l-:} £ 1

lim, B(n) ~ 02

e~ { 7 } 7 0 and

I1im, {E(m) - QE } & 1

Taw Z‘Z .

ln, (8@ - &},

Tow { Zo } 7 0

The approxiﬁations E(n) ¥ ©& ang B(m) T o2
Zl 25

hold provided that o2 7 Max. { zl N6y 2 mo}

4, Selection of Z.l and Zo 3

The problem of the optimum division of Z into Zl
and Z, can be best solved by taking into consideration of
the problem of cost., One method may be to minimise the cost

of taking the second samples with fixed Z = Zq + 2o,

Let n - ns be the size of second sample tﬁ be taken
from the first population and m - m, fmax be the size’of the
second sample to be taken from the 2nd population. Let
C1s Gy be the cost per unit of second samples from lst and
2nd population respectively. Then for given Z, the expected
cost of taking second samples is C;E (n -~ ng) + Cg E(m - mo)
which is an expression involving Z, and 25, The problem l1s

N



to minimise this fof fixed Z = 2 * Zg.

+
Now lim. E(n) = (ny + 1)P { X%-\-nif_ y'} _..p‘ gt 73:}

.EE'..E(m) = ('ﬁo + 1)P{ N em g 3'} 02 n-&m-t 733-}

!

(1’10"‘1) (n0+m0-2) Zl

' where ¥ =
02
_ (my + 1) (ng +mg - 2) Iy
yz“ 0_2 -

The values of Zy and Zy (for fixed Z) which minimise the
expected cost of taking second samples are given by %the

solution of the equation

1 f;cz’_z‘) i
Cy _ (’ za)“‘ %) T Gragt

——

C2
[‘"% ) foczy o f20
Zy
1'
where f3(Zy) = P{ XHM.,, 731-} \
fl(Z - Zl) = P { 'X—:om_._'l 7?3—} /
-+ L . ‘
z . (ngem; b . -
T P [ s
£ (2 -~ Z,) = Eilyl jé@'d"“‘;k) (mn*‘)(“‘*'“‘t":)
’ 2 l - a-l-

x Since the solutlon of this equétion, solving for Z, is not easy,
trial and error method of solution will be adopted,
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/
For the case. when O2 is large, the wvalue of Zl which

minimises the expected cost is given by the equation
\

Ca

(Z - lez

NJ:!'E?
paud)

{Eyfz = Z3/Z. - Zy)

e 2y = z JC1 /(Veg + Ve )
!

When C, = C,, the minimising value of 2, = Z, = Z/2, 3But
the procedure wlll be more general than Stein's as (ng, mo)
and (nq, ml.f hgggg “l;;;;:rt;; “é(';t;al as postulated by Stein,

when preliminary samples from both the population% are
equal, thé above procedure may be modified by-putfing simply
np = m,

i

6. Case of more than two populations :
izl...t

let X 5
18l = 1,2.. .

} be Independently normally

I

distributed with varlance 02 and means E(Xij) 31 i=1.,/u

E(Xij) = 0, i_

i

u+l,, t

b3 ’
we wish to test Hy i i =1..... P& u, the S5 for

i =p+1 ..... 1 and 02 being nulsance parameters,



/

Obtain preliminary sahples as.

¥

Xl:l_, X\;Lz LN S NN N A ) Xl,nl
XZl, X22 IR RN NN NN NEN _Xz’nz

! Xil, Xiz teresess e Xi

[ ] L) LI B K B I B B L B L

th, X‘bz sssreneattee %’nt
t N _ )
Estimate the variance g2 = Z-\ gm (X1 - X4 )
- (ny +n, + .. +1ng) - 1
(L) 27
(2) 9. \
n = max. S [
{ [-Z-z— + 1, n, + 1} \
(1) - 2
n i max. S
(t)

n

;

([2]en me 2]

Where n(l), n(Z) sesve n(t) are total sample sizes to be

\
L]

selected from each population and Zl’ Z2 veon Zt are pre-

determined constants.



Let the set 'c‘n‘.’ real numbers a.ttack}gd to each set
n

- 2 * —
of samples be z 8y = 1 and S Z_ agy = Iy
wd! d N
FIPON 2

ey 2
\:Z{ZJaij Xij&

Z(Hl"' . + nt - u)

Then F* =

T
KN

has the noncentral 'F! distribution with 4.f. ‘;‘:ni - 1 and P?

Lt

| <
- e . A% ,
and with noncentrality parameter Z€: = :
Vil ZL"\*‘Q-\-"-\—“‘: - u)

where Z = Zq + Zg + ... + Z4

The test of significance and confidence regions are obtained

as in the case of student's hypothesis mentioned by Stein.,

The selection of Zl, 2y ses 4y OT the subiiivision

of Z into t components can be made in accordance x?ith the
! \

rule mentioned above for the case of testing the means of

two normsl populations having common unknown variance,




,SUMMARY

In thé first part of the thesis, the analysis of
groups of experlments located at different places has been
considered in the line of Scheffe's mixed model (1956},
péstulated for an industrial experiment, The usual analysls,
based on the independence of the effect of the places and
treatment x places interaction effect, does not seem to be
justified 1n the actual experimental conditions, Therefore,
the analysis has been considered under the model in which
the effect due to places depends upon the effect of the
interaction between places and treatments and moreover their
joint distribution has been assumed to follow a multivariate
normal distribution. In the present thesls two types of
experiment - factorial experiments and experiments conducted
in Incomplete blocks, have been considered for the case of
the model under consideration. The usual 'F' test for testing
the component of variation due to interactlon is valid for
the model under consideration. When the interactlon 1s
present, the ratio of Interaction M.S. to error M.S, will
not have a noncentral 'F' distribution but will still yield/
an unbiased test. The exact test for the test of treatment

means can be made uslng Hotelling's T2~statistic.

In the second part of the thesls an attempt has been
made to use auxiliary information in Scheffe's mixed model for

the analysis of groups of experiments., It has been seen that



the usual 'F' test for the t8st of the component due to
interaction of placés with tréatment holds good. The
property of unbiasedness of the test has also been justified
for the test.

J In the third part of the thesls Stein's two sample
theory fo; the test of means of normal populations with
common unknown varlance has been considered for the case
when the amount of sampling from the populations in question
is unequal, This results in the division of "studentized
scale factor® into components which minimise the cost of

talkking second samples,
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