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ABSTRACT

Sustainable development of the national food system must ensure the introduction of adequate food security interventions
and policies. However, several high-end technological developments remain unexplored, which can be used to gain explicit
information regarding agricultural problems. To obtain precise and updated insights regarding the sector’s problems,
incorporating modern technological advancements in food security policy-designing is the need of the hour. In this direction,
the presented work proposes AgrIntel, a framework consisting of multiple AI-based pipelines to process nationwide farmers’
helpline data and obtain spatiotemporal insights regarding food-production problems on an extensive scale. The call-logs
dataset used in the study is obtained from the nationwide network of farmers’ helpline centers, managed by the Ministry of
Agriculture & Farmers’ Welfare, Government of India. The article demonstrates the Spatio-temporal profile of one of India’s
highest food grain-affecting diseases, i.e., "blast in rice crop", to demonstrate the utility of the AgrIntel pipelines. First, the
proposed framework extracts and clusters the precise geographical locations of farmers calling for help corresponding to the
target agricultural problem. Next, the temporal modeling of the problem helps extract the critical dates corresponding to the
crop disease/pest spread. Furthermore, by incorporating the historical agroclimatological data, the article introduces a new
medium to extract the favorable weather conditions corresponding to the targeted disease/pest outbreak. In addition, the study
explores the potential of Deep Learning models (based on Artificial Neural Network, Convolutional Neural Network, Gated
Recurrent Unit and Long short-term memory unit) to efficiently predict the futuristic demand for assistance regarding target
problems. The obtained results expose unrevealed insights regarding food production problems, significantly boosting the food
security policy-designing procedure.

Keywords: agriculture policy, deep learning, disease profiling, food security, plant-protection, spatio-temporal analy-
sis, sustainable food production.

1 Introduction1

India, one of the top food-grain producing nations, produces ≈119 million tons of the total annual global rice production2

(≈505 million tons). Likewise, the country grows ≈107 million tons of the ≈761 million tons of total annual wheat production3

worldwide1. However, the productivity levels of the major food crops in the country are substantially lower than other leading4

producers of the globe1 ,2. The primary yield-limiting factors include diseases, pests, weeds, sub-optimal extension, and policy5

support3. The current yield loss of rice and wheat in India due to various insects/diseases/weeds is estimated to be 15-25%4. In6

this scenario, the current agri-related surveys conducted by organizations (governmental and non-governmental) are mainly7

oriented towards yield estimation, and no robust platform exists to profile crop protection-related problems on an extensive8

scale. To tackle this challenge, an authentic and vigorous information system is required on the extent of the problems from9

the pragmatic grassroots levels. Currently, the major sources of information on the nationwide crop protection problems in10

India include sales data of the agri-chemicals and small-scale farm trial experiments executed by the government (All India11

Coordinated Research Project (AICRP), Krishi Vigyan Kendra (KVK), State Agriculture Universities (SAUs), etc.)5 and12

non-government networks. However, the limitations of the existing systems include:13

1. Scalability: The organizations’ field trials consist of fewer samples to draw a realistic estimate of the actual scenario.14



Moreover, the research experiments cant be designed to examine the production-problems pattern corresponding to all15

the major crops belonging to the diverse climatic regions of the country. Furthermore, in the country’s remote areas,16

due to the non-adoption of the agri-chemicals, drawing insights regarding the target problem through the sales data is17

impractical.18

2. Frequency: In general, extensive farm sector surveys are conducted yearly, which fails to provide timely updates on the19

sector. Although the sales data can be collected daily, it provides generalized information on a group of production-related20

issues, not specific problems.21

3. Survey cost: Since conducting manual surveys is a cost-intensive process, executing such programs on a large scale is a22

cumbersome task for the organization.23

To overcome the existing methods’ limitations, we propose AI-integrated pipelines to mine critical information from the24

nationwide farmers’ helpline records. The proposed AgrIntel framework consists of the following four pipelines:25

1. AgriSpatio: The pipeline is helpful for the spatial profiling of the problem. The output can be used for locating the26

disease-affected hot spots of the country, along with the increasing/decreasing trend for seeking help regarding the27

targeted problem over the past years.28

2. AgriTempor: This pipeline is helpful for the temporal profiling of the targeted problem. The output effectively extracts29

important dates (initial, outbreak and peak period) regarding the disease/pest-spread pattern in the identified region.30

3. AgriWeath: The pipeline is beneficial for the climatological profiling of the target problem. It can extract the favorable31

weather conditions corresponding to the focused region’s crop disease/pest outbreak.32

4. AgriPred: The pipeline helps to predict the demand for assistance by the producers regarding the selected problem33

from the focused region of the country. The module intakes weather parameters of the particular day and outputs the34

corresponding number of query calls that may appear regarding the selected problem.35

Each of the proposed pipelines overcomes the above-mentioned limitations of the existing systems. Firstly, each pipeline36

helps extract information regarding the targeted agricultural problem on an extensive scale; this solves the problem of scalability.37

Secondly, the pipelines use the farmers’ helpline data, making it convenient to extract the information daily, solving the38

frequency limitation. Lastly, since extracting the information only includes executing the proposed pipelines through computer39

programs, the computational cost is negligible compared to the cost of the existing methods for gaining such knowledge.40

The proposed AgrIntel framework uses the Big-data collected from the Indian farmers’ helpline center, Kisaan Call Center6,41

consisting of the farmers’ query-call records since March 2013, along with the historical agroclimatological of the same period.42

The pipelines use multiple artificial intelligence and machine learning-based techniques to extract critical insights from the43

dataset, which is practical for decision-making in production-related interventions on an extensive scale. The AgriSpatio44

pipeline uses natural language processing and K-means clustering algorithm along with multiple other modules to produce45

the desired spatial insights. The AgriTempor pipeline transforms the sequential data from the helplines into time series and46

later extracts insights after using the Trust Region Reflective curve fitting algorithm. AgriWeath pipeline differentiates the47

obtained time series to extract the inflection point and acquire helpful information. Furthermore, the AgriPred pipeline uses48

high-end Deep Learning-based forecasting models, including Long short-term memory (LSTM), Gated Recurrent Unit (GRU),49

Convolutional Neural Network (CNN), and Artificial Neural Network (ANN)-based models to forecast the farmers’ demand for50

assistance. The outputs of the proposed pipelines help in focusing the extension-related interventions on the targeted regions51

where the aid is needed the most. Furthermore, the temporal insights help decide the time of year when assistance is required.52

Similarly, the outputs can provide significant insights for other interventions, including introducing agri-products (varieties,53

fertilizers, seeds, etc.) to the farmers and designing agri-product marketing strategies. Moreover, the AgriWeath and AgriPred54

pipeline can play a significant role in production-related research planning and developing early warning systems.55

The presented study offers the following research contributions:56

• Spatial clustering of the farmers’ query-calls to identify the agricultural problem’s hot spots.57

• Curve fitting on the query-calls time series for extracting important dates corresponding to the target agricultural problem.58

• Extraction of the weather parameters corresponding to the disease/pest outbreak on an extensive scale using the helpline59

data.60

• Forecasting the query-calls count corresponding to the target agricultural problem (disease/pest/weed).61
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As a case study, the article elaborates on the output of proposed pipelines with the "blast disease in rice crop" as input to the62

AgrIntel framework. In addition, the supplementary information document includes the profiling output of the termite pest in63

the wheat crop using the proposed framework.64

The remainder of the article is organized as follows: the "Literature Survey" section delivers a literature review on related65

topics, and the concepts used to develop the proposed pipelines are explained in the "Methodology" section. Furthermore, the66

"Experiments and Results" section elaborates on the experiments performed and the results obtained in the study, followed by67

the "Discussion" section, which elucidates the results and their applications in the related domain. Moreover, the article gives a68

summary of the presented study in the "Conclusion" section.69

2 Literature Survey70

India, the world’s second most populous country, has agriculture as the primary source of livelihood for around 70% of the rural71

households population. With the advancements in Information and communication technologies (I.C.T.), Indian agriculture,72

energy, and material domains have observed significant changes. Even though the country has seen evolutionary changes in the73

agriculture sector over the years, agriculture’s contribution to the economy has decreased7. There can be several causes for the74

decline, such as rural migration, lack of required resources or knowledge by the farmers, and many more.75

The government of India has taken several initiatives to mitigate the causes through several flagship programs8 in the76

agriculture sector. Examples of such programs are the National Mission for Sustainable Agriculture, P.M.F.B.Y. (Pradhan Mantri77

Fasal Bima Yojana), Gramin Bhandaran Yojna, and many more. Moreover, the National Sample Survey Office (N.S.S.O.)78

regularly conducts surveys for several tasks, such as designing and monitoring new agricultural activities, estimating agricultural79

production, etc. However, the majority of these surveys are paper-based. In addition, most designed surveys focus on capturing80

agricultural production-related information, with very few studies aiming at capturing farmers’ problems. In recent years,81

researchers have proposed tools and IoT sensors-enabled techniques to collect real-time data from farmers. Zipper9 proposed a82

social media (Twitter) based approach to monitoring the Spatio-temporal patterns. The process was implemented on the dataset83

of the United States, and the performance drift achieved was 10% compared to the manual surveys. Phillips10 investigated84

the reliability of social media platforms for knowledge exchanges among farmers and advisors. However, these solutions85

are not feasible in developing countries like India for several reasons, including the high installation cost of new devices, the86

requirement for stable internet connection in farmlands, the literacy rate, etc.87

On the other hand, in the present study, we aim to use the data generated from the "Kisan Call Centres" (K.C.C.) scheme11, 12
88

for similar purposes. To harness the potential of I.C.T. in the Agriculture sector, the Indian government launched the K.C.C.89

scheme on January 21, 2004, by the Ministry of Agriculture and Farmers Welfare, Government of India (K.K.M.S.G. of India,90

2019). This project aims to respond to farmers’ questions from all over India through phone calls in their regional terminology.91

The K.C.C. helpline assistance is available in 22 local languages from 6.00 AM to 10.00 PM on all seven days of the week. The92

call centers operate in 21 different sites in India, covering all the Indian States and Union Territories (U.T.), with the toll-free93

number 1800-180-1551. The farmers’ questions are addressed by K.C.C. agents known as Farm Tele Advisors (F.T.A.s). They94

are graduates or above (i.e., Post-Graduates or Doctorates) in agriculture or associated sectors (including Aquaculture, Poultry,95

Bee-Keeping, Animal Husbandry, Fisheries, Horticulture, Bio-Technology, Sericulture, Agricultural Engineering, Agricultural96

Marketing, etc.). Moreover, each received query call is logged by the F.T.A.s, including the details regarding the farmer’s97

location, time and date of the question, the complete question asked, the answer delivered, crop, category, query type, etc.98

These logs are maintained and made publically available by the "Kisan Knowledge Management System" (K.K.M.S.) and at an99

open data platform (data.gov.in) under the Ministry of Agriculture, Government of India (data.gov.in reference). The publicly100

accessible data can be downloaded in .json format files, where a separate file is maintained every month, corresponding to each101

state/U.T.102

In the past few years, researchers have been exploring advanced machine learning and deep learning-based techniques in103

image processing13, 14, remote sensing15, and disease diagnosis16–22 to extract useful insights from the dataset. Furthermore,104

in recent years, many researchers worldwide have explored the potential of helpline services data to analyze public behavior105

in different application domains23–27 such as healthcare, suicide prevention, emergency services, and agriculture. In the106

agricultural aspect, Bashir et al.28 Employed a sampling-based technique to examine the farmers’ willingness to access the107

information from the farmers’ helpline services in A.B.U. Zaria. Arfan et al.29 Performed a comparative analysis of Punjab’s108

agricultural helpline data and other agricultural information sources. The analysis of helpline services data suggests that the109

information extracted is very insightful and can be reliably utilized for critical future planning activities. Many researchers have110

recently implemented data mining techniques on K.C.C. data to extract meaningful insights. Viswanath et al.30 Proposed a111

MapReduce approach to analyze the K.C.C. data. The approach implemented Natural Language Processing (N.L.P.) techniques112

to provide valuable theoretical and practical insights regarding critical parameters such as peak timestamp interval of query113

calls, the most queried crops, and query grouping. Mohapatra and Upadhyay31 proposed a topic modeling approach integrating114

LDA (Latent Dirichlet Allocation), TF-IDF (Term Frequency & Inverse Document Frequency), and Latent Semantic Indexing115
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(LSI) to extract and analyze topics (area-wise significant problems faced by farmers, crop-wise problems faced by farmers and116

time-space analysis) from the Kisan Call Center data. Gandhi and Johnson32 analyzed the K.C.C. national data to identify117

and present the area for improvements in the K.C.C. scheme. Sharma et al.33 Performed exploratory analysis of the K.C.C.118

data to identify hidden patterns and valuable insights into the data. The authors suggested the need for a better visualization119

tool for the representation of data insights. A recent study34 in the K.C.C. data analysis domain reviewed different approaches120

using TF-IDF, Word encodings, and clustering for query text and query type classification. Momaya et al.35 Proposed a121

chatbot system (Krushi) to answer farmer agricultural queries. The scholars used Machine learning, and Artificial Intelligence122

approaches to answer questions about problems such as weather conditions, plant protection, fertilizers, soil testing, and market123

price.124

Although multiple analysis works exist on the K.C.C. dataset, until now, researchers are unable to extract data up to the125

problem level, i.e., Spatio-temporal insights regarding the particular disease, pest, or weed. In 2020, Godara and Toshniwal126

extracted sequential patterns from the dataset to discover issues that arise simultaneously36. Whereas, in the presented study,127

we can cluster the nationwide locations of the query calls to point out the problems’ hot spots. Moreover, in 2022, Godara128

and Toshniwal developed multiple deep learning-based query count forecasting models designed to use previous time series129

data points37. In the presented study, forecasting models are developed that take the historical weather information along with130

the earlier time series to forecast the target problems precisely. Furthermore, several existing studies use multiple agricultural131

trials to find the favorable weather conditions corresponding to the outbreak of a particular disease/pest38. The presented132

research extracts similar insights using the farmers’ helpline centers’ data. The algorithms proposed in the study use multiple133

mathematical models including curve fitting and local-maxima calculation to obtain the desired insights.134

3 Methodology135

Figure 1. Block diagram of the AgrIntel framework

The proposed pipelines make use of multiple algorithms to achieve the defined objectives. To extract spatial insights, the136

framework first inserts the geo-locations corresponding to each query call and later performs clustering and other operations to137
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highlight the required information. In contrast, the temporal insights are extracted by first converting the transactional database138

into a time series and fitting a bell-shaped curve to obtain the critical dates regarding the spread of the target agricultural139

problem. In addition, the favorable weather conditions corresponding to the outbreak of the disease/pest are obtained by140

first incorporating the historical weather information along with the query-calls time series. Later, the inflection point or the141

outbreak day is determined by differentiating the time series to obtain the required weather-related information. Moreover, the142

forecasting models for predicting the farmers’ demand for assistance are developed using two sub-models, i.e., a) model that143

use the previous query-calls time series to generate the forecast and b) model that use the previous weather information to144

generate the required forecast. Later, the outputs from the two models are ensembled to have a final precise prediction. Details145

regarding each phase of the proposed pipelines are given in the remainder of the section.146

3.1 Data Collection and preprocessing147

Since the KCC helpline centers maintain a separate file for the district-wise call-log records corresponding to each month, in148

this work, the records are automatically crawled for files corresponding to March 2013 till November 2021 from the KCC149

servers through a web-server crawler python script. The downloaded files are cleaned for any erroneous characters caused by150

the manual entry, storage, or communication error. This step removes all characters other than the alphanumerics from the151

record files. All the downloaded record files are combined to form a single .csv file for easy execution of data operations that152

consists of over 26 million call-log records. There are nine attributes in the raw dataset (supplementary information, section 2),153

in which only six attributes (CreatedOn, BlockName, DistrictName, StateName, KCCQuestion, and Crop) are relevant to our154

study. The rest of the attributes remain unused in the present work. Figure 1 visualizes the internal working of the complete155

AgrIntel framework, including the different pipelines present in it.156

3.2 AgriSpatio157

First, the geo-coordinates corresponding to each address (block name, district name, and state name) present in the dataset158

are extracted and incorporated using two python APIs, i.e., opencage and geopy. Call-log records corresponding to the input159

state names and crop names are selected by matching the values present in the respective attributes. Approximate matching is160

performed between the input problem-terms and each word present in the ‘KCCQuestion’ attribute of the call-log records using161

the Levinstien Distance function39 (equation 1). Call-log records with l < 2 are selected for further processing (l < 3 is used162

for longer problem-terms).163

Choosing a smaller threshold value (< 1) results in a reduced dataset and a threshold value of more than 3 leads to an164

enlarged dataset due to the acceptance of irrelevant questions including words dissimilar to the target problem.165

l(x,y) =



|x| if |x|= 0,
|y| if |y|= 0,
l(tail(x), tail(y)) if i f |x|= |y|,

1+min


l(tail(x),y)
l(x, tail(y))
l(tail(x), tail(y))

otherwise

(1)

Here, x,y are the input character strings between whom the Levinstien distance is to be calculated, |x| represents the length166

of string x, and tail(x) is the string x without the first character.167

In the next step, the call-log records are grouped based on the districts, and the number of records is counted for each
group. Based on the number of call-log records present, district-groups are clustered into five clusters using K-means clustering
algorithm40. The clustering algorithm aims to optimize the objective function given a set of data points presented in equation 2.

J =
K

∑
j=1

∑
i∈C j

||oi − ci||2 (2)

Here, J is the criterion function, oi is the ith observation, c j is the jth cluster center, C j is the object set of the jth cluster and168

K represents the number of clusters. Any norm representing the distance between the data object and the cluster’s center is169

denoted by || ∗ ||.170

Subsequently, the year-wise cardinality of each group is calculated to track the increasing or decreasing rate of calls over
the past years. Using Linear Regression41 (equation 3), the slope corresponding to the district-wise query index (query count
divided by the total queries in the corresponding year) time-series is extracted and incorporated into the dataset.

Y = α +βX (3)
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Here, Y is the explanatory variable (query index), and X is the dependent variable, i.e., ‘year’ in our case. The slope of the line171

is β , and α is the intercept. Moreover, the pipeline plots the geographical maps representing the district-wise cluster tags and172

time-series slopes separately (figure 2).173

3.3 AgriTempor174

The extracted call-log records corresponding to the input problem terms are first transformed into day-wise query-count time175

series. Each data point of the output time series represents the average number of the call-log records corresponding to the176

particular day of the year. Using the Trust Region Reflective algorithm42, a Gaussian curve (equation 4) is fitted on the extracted177

day-wise state-wise query-count time-series.178

g(t) = h× e−
(t−µ)2

2σ2 (4)

Here, h represents the curve’s height, e is the Euler’s number, µ is the position of the center of the peak, and σ represents179

the standard deviation. The peak date (µ) is directly noted from the optimized parameters, whereas the date corresponding to180

the beginning of the curve (starting date) is calculated as (µ −2σ).181

3.4 AgriWeath182

The historical agroclimatological data is collected, corresponding to the approximate center points of each Indian state. The183

daily time series data is collected from NASA’s Prediction of Worldwide Energy Resources (POWER) project43. Moreover, the184

data is incorporated into the daily query-count time series extracted in previous steps. The extracted query-count time series is185

differentiated, and a window of ten days from the maxima point m is selected. Where, m is the global maxima point of the186

first differential of g(z), i.e., if (∀z ∈ R), g′(m)≥ g′(z). The day with the highest humidity is selected from the window as the187

outbreak day for the selected disease/pest. Weather conditions corresponding to the outbreak day of each year are averaged and188

reverted as the most favorable weather conditions for the input disease/pest outbreak.189

3.5 AgriPred190

To achieve better accuracy, the AgriPred pipeline considers two models for making predictions. The final forecast is produced191

by ensembling the output of these two forecasting models, i.e., Model A and Model B, as given in equation 5.192

P = (a×PA)+(b×PB) (5)

Where, P represents the final output of AgriPred, PA and PB are the predictions of Model A and Model B respectively,193

and a,b represent the weightage given to the output of each model, where a,b ≤ 1 and a+b = 1. Model A uses the previous194

query-count time series to forecast the futuristic time series. In contrast, Model B uses the agroclimatological-data incorporated195

query-count time series to produce the forecast. The collected data is firstly divided into two parts for training and testing196

prediction models. The dataset corresponding to 2014-2019 is used as training data, whereas the time series corresponding to197

2020 is used as testing data. Hyperparameters of four prediction models (ANN, CNN, GRU, and LSTM) are tuned using the198

grid-search approach44. The models’ prediction accuracy (3-days and 7-days forecast) is assessed using RMSE and MAE in199

three states (Uttar Pradesh, Punjab, and West Bengal) corresponding to the blast disease in rice crop. The models are assessed200

based on their forecasting performances of the query count on the testing data.201

4 Experiments and Results202

4.1 AgriSpatio203

Figure 2 represents the output of the AgriSpatio pipeline corresponding to the input combination of the blast disease in the rice204

crop. From the figure 2a, it is noted that from March 2013 to November 2021, Indian farmers requested help regarding the205

disease from all the rice-growing regions of India. Nonetheless, the query-count-based clusters show that there exist four major206

hot spots (circled in red) for the blast disease in India, i.e.,207

1. The border area of Chattisgarh and Odisha,208

2. South and Southwestern Haryana, and adjoining Punjab region,209

3. Coastal Andhra Pradesh, and adjoining areas of Tamil Nadu, and210

4. The West Bengal state.211
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(a) Clusters based on number of query-calls (b) Increasing/Decreasing rate of query-calls

Figure 2. AgriSpatio Output: Spatial insights regarding the blast disease in Paddy crop; hot spots circled in red.

A reasonable explanation behind the findings is that the hot spots of blast diseases are the regions where the farmers have212

grown the high-yielding rice varieties for the past decades45. Furthermore, in the existing studies, it is noted that the breakdown213

of blast disease resistance in many high-yielding rice varieties is the major cause of blast spread in these regions46.214

From the figure 2b, it is observed that farmers from the states of Haryana, Northern Punjab, Western Madhya Pradesh,215

Telangana, and Chattisgarh have been seeking help for the blast disease increasingly in the past few years.216

A potential reason behind the discovery is that the high-yielding (blast susceptible) rice varieties in these regions dominate217

the agricultural market, and the new blast-resistant varieties have not been established in the market of these regions yet47.218

Furthermore, farmers from the states of Uttar Pradesh, West Bengal, Bihar, and Odisha have decreased interest in the control219

solutions regarding the blast. There are three reasonable explanations; firstly, since the blast is a disease that appears majorly in220

upland-rice regions48, the Indian government has been promoting other cropping systems in such areas for years49. Additionally,221

the adoption of resource conservation technologies and conservation agriculture has assisted in increasing the interest of the222

farmers in other crops49 ,50. Secondly, the government has been focusing on the awareness of seed treatment to prevent such223

Table 1. AgriTempor Output: Important dates corresponding to the blast disease of the various Indian states

S.No. Season State Starting
Date

Outbreak
date

Peak
Date σ

1 Rabi Telangana 28-Dec 29-Jan 26-Feb 29.01
2 Rabi Odisha 10-Jan 20-Feb 15-Mar 31.89
3 Rabi West Bengal 22-Jan 17-Feb 17-Mar 26.34
4 Kharif Bihar 01-Jul 28-Aug 15-Sept 37.34
5 Kharif Uttar Pradesh 13-Jul 17-Aug 13-Sept 30.33
6 Kharif Chhattisgarh 18-Jul 18-Aug 16-Sept 29.09
7 Kharif West Bengal 19-Jul 24-Aug 25-Sept 33.12
8 Kharif Odisha 24-Jul 24-Aug 22-Sept 29.76
9 Kharif Punjab 02-Aug 26-Aug 21-Sept 24.0

10 Kharif Haryana 03-Aug 27-Aug 22-Sept 24.0
11 Kharif Telangana 04-Aug 31-Aug 01-Oct 28.16
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Figure 3. AgriTempor Output: Temporal insights regarding the blast disease in Paddy crop from the Uttar Pradesh state

diseases in these regions for the past few years51. Thirdly, the Indian government has been introducing blast-resistant varieties224

in these regions since 201652.225

Interestingly, it is noticed that the farmers from the Western districts of Madhya Pradesh have been asking for help regarding226

the blast disease increasingly in the past years. Even though the high-yielding rice varieties are not recommended to farmers227

Table 2. AgriWeath output: Weather conditions corresponding to the highest-growth rate of blast disease in states of Uttar
Pradesh, Punjab, Madhya Pradesh, Haryana

S.No. Weather Parameter Mean Standard
Deviation

1. Temperature at 2 Meters (◦C) 27.63 1.59
2. Dew/Frost Point at 2 Meters (◦C) 24.72 1.08
3. Wet Bulb Temperature at 2 Meters (◦C) 26.17 1.08
4. Earth Skin Temperature (◦C) 27.79 1.88
5. Temperature at 2 Meters Range (◦C) 5.86 1.74
6. Temperature at 2 Meters Maximum (◦C) 30.8 2.33
7. Temperature at 2 Meters Minimum (◦C) 24.94 1.22

8.
All Sky Surface Longwave Downward
Irradiance (W/m2)

438.38 8.77

9. Specific Humidity at 2 Meters (g/kg) 20.25 1.24
10. Relative Humidity at 2 Meters (%) 85.2 7.38
11. Precipitation Corrected (mm/day) 27.00 23.83
12. Surface Pressure (kPa) 97.1 1.27
13. Wind Speed at 2 Meters Maximum (m/s) 3.51 1.11
14. Wind Speed at 2 Meters Minimum (m/s) 1.16 0.67
15. Wind Speed at 2 Meters Range (m/s) 2.35 0.74
16. Wind Direction at 2 Meters (Degrees) 178.35 68.97
17. Wind Speed at 10 Meters (m/s) 3.30 1.17
18. Wind Speed at 10 Meters Maximum (m/s) 4.93 1.6
19. Wind Speed at 10 Meters Minimum (m/s) 1.93 0.96
20. Wind Speed at 10 Meters Range (m/s) 3.00 1.09
21. Wind Direction at 10 Meters (Degrees) 178.35 68.94
22. Wind Speed at 2 Meters (m/s) 2.24 0.83
23. Surface Soil Wetness (1) 0.76 0.16
24. Root Zone Soil Wetness (1) 0.72 0.17
25. Profile Soil Moisture (1) 0.7 0.17
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Table 3. Hyperparameters of the developed forecasting models (XN , XC, XG and XL represents X number of neurons, filter
size of 1D convolutional layer, number of GRU cells and number of LSTM units present in the corresponding layer of the
model, respectively).

Model Input
Layer Hidden Layer(s) Output

Layer
ANN 365 365N , 250N , 50N 3N /7N
CNN 365 64C, 32C, 16C, 10N 3N /7N
GRU 365 365G 3N /7N
LSTM 365 365L 3N /7N

(a) 3-Days Forecasting results of CNN-based model (b) 7-Days Forecasting results of CNN-based model

Figure 4. Forecasting results of CNN-based model for the blast disease-related queries from the Uttar Pradesh state

from this region, farmers still grow them due to the dominance of these varieties in the market.228

Figure 2 shows that districts from the western side of the 100 cm isohyets of India generally fall in the lowest query-call229

cluster. Because of a comparatively dry region, rice is an unpopular crop in these areas. Moreover, if rice is grown, it is irrigated,230

with minimum biotic and abiotic stress, leading to minor blast problems53.231

4.2 AgriTempor232

Since rice is grown only in the Kharif season in the northern states of India (including Uttar Pradesh, Bihar, Chattisgarh, Punjab,233

and Haryana), temporal insights from these states are extracted for only one season. On the other hand, in the presented study,234

temporal insights are extracted for both the Rabi and Kharif seasons for the states of Telangana, Odisha, and West Bengal (table235

1). The pipeline’s output corresponding to the blast disease in the northern states shows that the starting date of blast disease236

spread is 1st July - 4th August. Moreover, the peak dates of the disease spread in Kharif rice is ten days, i.e., 15th September -237

25th September.238

From the output of the AgriTempor pipeline corresponding to the major rice-producing states of India (table 1), it seems239

that the initial phase of the curve (Starting dates, example: figure 3) includes the precautionary queries from the farmers, as240

these are asked in the early stage of the season. Moreover, it is noted that farmers start asking questions in the initial phase of241

the season in states including Bihar, Uttar Pradesh, Chhattisgarh, West Bengal, Odisha, and Telangana. In Punjab and Haryana,242

farmers start asking questions later in the crop season. Furthermore, the later parts of the curve (highest growth-rate dates and243

the peak dates, figure 3) seem to represent the numbers when the disease is visible in the fields. Consequently, the variation in244

the starting dates over the target states is more (≈30 days) than the variation in the highest growth-rate dates and peak dates245

(≈15 days).246

This phenomenon has been observed by the fitted Gaussian curve’s curve-width parameter (σ ). From the pipeline output, it247

has been noted that the farmers from the states where the curve’s width is comparatively larger (σ > 25) start asking questions248

in the early stage of the crop.249

A potential reason behind a longer-width curve (a more extended period of the disease) is that the farmers grow diverse250

varieties of rice in these states. For example, farmers from Western Uttar Pradesh majorly grow Basmati rice, whereas Eastern251

Uttar Pradesh farmers are more inclined towards the conventional, non-Basmati rice varieties54. Furthermore, in the states with252

a comparatively shorter curve-width (σ < 25, Punjab and Haryana), farmers start enquiring at the later stage when the disease is253

visible in the fields. Since farmers from these states ask for help in the later stage of the crop, the severity of the disease is noted254

more in these areas from the AgriSpatio output, as farmers do not seem to emphasize preventive measures.255
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Table 4. RMSE and MAE (query-call count) comparison of the forecasting models

3-Days Forecasting
RMSE MAE

State \Model ANN CNN GRU LSTM ANN CNN GRU LSTM
Punjab 2.958 1.903 2.65 1.79 1.999 0.97 1.624 1.146
Uttar Pradesh 3.044 2.42 2.685 2.516 2.143 1.127 1.339 1.208
West Bengal 2.696 1.933 1.453 2.534 2.304 1.594 0.915 1.714

7-Days Forecasting
RMSE MAE

State \Model ANN CNN GRU LSTM ANN CNN GRU LSTM
Punjab 2.506 1.567 2.159 1.893 1.286 0.85 1.451 1.042
Uttar Pradesh 2.573 2.623 2.493 2.91 1.24 1.36 1.2 1.574
West Bengal 1.83 1.906 1.662 1.551 1.051 1.15 1.175 0.977

Table 1 gives the output of the AgriTempor pipeline corresponding to the blast disease in rice crop for various states. From256

the table, it has been noted that in Telangana, the peak of the blast disease spread occurs on 1st October, approximately one257

week later than in the other states. It is because the Telangana state falls in the tropical climatic region where generally, rice is258

grown 15-20 days later than in the northern and western Indian states. The results show that the states with early peaks mainly259

fall in the continental regions (landlocked states, including Punjab, Harayana, Uttar Pradesh, Bihar, and Chhattisgarh). Besides,260

the states with the later peaks are the coastal states (West Bengal, Telangana, and Odisha).261

From the temporal insights corresponding to the blast disease in the Rabi season, it is observed that in Telangana, farmers262

start seeking help regarding the disease ≈15 days earlier than in the other Rabi-rice growing states.263

The reason is that the region’s relatively higher humidity and temperature, the climatic conditions in Telangana are more264

favorable to the blast disease in the early stage of the season55. Whereas, in the eastern states of India (West Bengal and265

Odisha), cold climatic conditions in January prevent the disease growth. As the conditions become warm and humid at the end266

of February, the disease starts appearing in the fields.267

4.3 AgriWeath268

Table 2 (the output of the AgriWeath pipeline) gives the combination of the weather parameters that provides the most favorable269

environment for the outbreak of blast disease in the states of Uttar Pradesh, Punjab, Madhya Pradesh, and Haryana. Due to270

different climatic regions, the weather parameters corresponding to the states of West Bengal, Odisha, Andhra Pradesh, Bihar,271

and Chhattisgarh, are extracted separately (Supplementary information).272

The weather conditions extracted by the pipeline for the target states include the temperature of 27.6◦C (±1.59◦C, at 2m),273

along with the slight fluctuation of the diurnal temperature (range of 5◦C). Furthermore, it is observed that the ‘All Sky Surface274

Longwave Downward Irradiance’ parameter is on the lower side (438.38W/m2 ± 8.77W/m2), which indicates the cloudy275

weather. Moreover, the relative humidity indicated by the pipeline is very high, i.e., 85.2%±7.3%. In contrast, the Surface276

pressure is noted to be on the lower side, i.e., 97.1kPa. Interestingly, the wind speed observed corresponding to the disease277

outbreak is very low (2.24m/s±0.83m/s, at 2m), and the soil moisture is on the higher side, i.e., 70%±0.17%.278

4.4 AgriPred279

Using the historical agroclimatological time-series incorporated with the query-count time-series corresponding to the six years280

(2014-2019), four machine learning and deep learning models, including Artificial Neural Network56 (ANN), Convolutional281

Neural Network57 (CNN), Gated Recurrent Unit58 (GRU), and Long short-term memory unit59 (LSTM) are trained to make282

predictions of the number of query calls. The models predicted the query-count time series for 2020 by utilizing the weather283

details and the previous year’s query counts. To compare the models’ performances, each model is trained to produce two types284

of forecast, i.e., 3-days and 7-days forecast. Moreover, the models are trained on the query-count time series corresponding to285

three states (Uttar Pradesh, Punjab, and West Bengal) regarding the blast disease in rice.286

The optimized ANN-based models developed in the presented study included five layers, with each layer consisting of 365287

(input layer), 365 (hidden layer 1), 250 (hidden layer 2), 50 (hidden layer 3), and 3 or 7 (output layer) neurons, respectively288

(Table 3). Furthermore, the CNN-based models had three 1D convolutional layers consisting of filters of size 64 (hidden layer289

1), 32 (hidden layer 2), and 16 (hidden layer 3), followed by two densely connected neuron layers with 10 (hidden layer 4) and290

3 or 7 (output layer) neurons in each layer. Whereas both the LSTM and GRU-based models consisted of two layers, i.e., the291

first layer including 365 (LSTM/GRU) cells that are densely connected with an output layer of 3/7 neurons. Figure 4 plots the292
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(a) RMSE comparison of 3-Days forecasting models (b) MAE comparison of 3-Days forecasting models

(c) RMSE comparison of 7-Days forecasting models (d) MAE comparison of 7-Days forecasting models

Figure 5. Performance comparison of query-count forecasting models

prediction results (3 and 7-days) along with the actual number of query calls related to the blast disease in the Punjab state (for293

the year 2020) using the CNN-based model.294

From the figure, it is noted that the models can generate the 3-day forecast with less fluctuation as compared to the 7-day295

forecast. Figure 5 and table 4 gives the forecasting error rate of the models in terms of RMSE and MAE. The experimental296

results show that the models based on CNN, GRU, and LSTM show comparable forecasting performance. In contrast, ANN-297

based forecasting is found to have the highest error rates in most of the experiments. Overall, it is observed that these models298

can be used to provide a reliable forecast of the demand for help related to the particular agricultural problem from the targeted299

region.300

5 Discussion301

The profiling of the food production problems done by the proposed pipelines is helpful in multiple ways. From the geographical302

perspective, the extracted hotspot regions of the blast disease should be given more attention while designing the related policies.303

Furthermore, preventive measures regarding the problems should be introduced in the hotspot areas, whereas advisory measures304

can be introduced in other regions. Moreover, for the optimal return of investment, the package of practices can be altered305

according to the disease severity in the region.306

The extracted spatial insights are also valuable for future research planning. Scholars must orient their works towards307

the regions where demand for assistance regarding the target problem is increasing. Due to the cultural differences and308

differences in the agricultural-markets scenario in the hotspot regions, the government should intervene, taking into account all309

the parameters. Moreover, the disease-resistant varieties should be introduced to the regions with a higher degree of problem.310

The critical dates extracted by the AgriTempor Pipeline give essential insights for deciding the intervention time for311

the disease control solutions. The Indian government should execute farmers’ training and extension activities between the312

respective states’ extracted starting and peak dates. The information is also helpful in agronomic research planning from a313

temporal perspective. The sowing window can be shifted accordingly so that the disease-prone phase of the crop can be moved314

out of the disease window.315
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The output of AgriWeath is helpful to cope with climate change, as the weather fluctuations make it trickier to predict the316

disease-growth pattern. Here, the extracted weather details corresponding to the target disease/pest give precise environmental317

information, which leads to the disease/pest outbreak. Such information is also valuable in varietal development, as these318

conditions are beneficial in screening disease-resistant varieties. Furthermore, to control the disease in protected cultivation319

systems, producers should be advised to deviate from the extracted weather conditions as much as possible.320

Moreover, using the predictions from the AgriPred pipeline, early warning systems can be designed to alert the farmers of321

the target state. In addition, recommendations can be made on preventive measures in high-value crops using the forecasted322

demand for help. Furthermore, the output can also play a key role in developing agri-market strategies and planning extension323

activities in the target regions.324

Compared to the existing methods for obtaining similar insights regarding the target plant protection-related problems, the325

proposed pipelines require minimum human resources and time. Single personnel can operate the whole framework, and the326

execution time required for profiling an individual target problem is generally 2-3 hours. In contrast, the existing methods327

(including manual surveys, field experiments, etc.) require months for experimentation, data collection, and data analysis, with328

the expense of multiple workforces for individual objectives. Moreover, the presented methodology considers the farmers’329

helpline call-logs dataset, which is updated every day by the Indian government bodies. Therefore, the proposed AgrIntel330

framework can deliver precise information on an extensive scale for real-time monitoring purposes, an unachievable feature of331

the existing methods.332

6 Conclusion333

The presented study incorporates modern technological developments in food security policy design. In this direction, the334

authors presented AgrIntel, an AI-based framework consisting of multiple pipelines to process nationwide farmers’ helpline335

data and obtain spatiotemporal insights regarding food-production problems on the national scale. The article elaborates on one336

of India’s highest food grain-affecting diseases, i.e., "blast in rice crop". First, four hot spots of the target diseases are identified337

using the farmers’ helpline dataset. Next, the AgriTempor pipeline extracts the critical dates corresponding to the target338

crop disease/pest spread. Moreover, by incorporating the historical agroclimatological data, the favorable weather conditions339

corresponding to the targeted disease/pest outbreak are extracted using AgriWeath. In addition, four Deep Learning-based340

forecasting models are developed and compared to predict the demand for help regarding target problems from the selected341

regions of India.342

The results reveal that the Deep Learning models, including CNN, LSTM, and GRU-based forecasting models, deliver343

better forecast precision than the ANN-based models, depending on the training time series dataset. In the future scope, the344

authors intend to develop Deep Learning integrated Natural Language Processing models to extract novel insights to help345

policymakers achieve the goal of sustainable production.346
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