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ABSTRACT Advancements in information sciences can play a vital role in strengthening the nation’s
sustainable agriculture goals. In this direction, we propose a framework for a text-based query-response
generation system to cope with the demand for timely help to the nationwide Indian farmers. One of
the major challenges in designing such systems is constructing a knowledge base that can answer plant-
protection-related questions from a diverse population of farmers. To tackle this problem, the past eight
years’ call-log records from the countrywide farmers’ helpline network are collected and processed to
construct the required knowledge base. Additionally, three response-retrieval models with approximate
matching and spatial-based searching functionality are developed to administer the user input questions and
extract relevant answers from the base. To validate the performance of the proposed framework, a diversified
question bank consisting of 755 queries covering 151 crops in India is compiled. Three metrics (Accuracy
Percentage, Crop-weighted Performance Score, and Average Response-retrieval time) are considered for the
models’ assessment. Experimental results show that AgriResponse is a practical framework in real-world
applications, with the different retrieval models useful for different scenarios.

INDEX TERMS Artificial intelligence in agriculture, farmers’ problems, helpline center knowledge base,
query response generation, question answering system.

I. INTRODUCTION
Agriculture contributes most of the food and fabrics all
over the globe, with a significant role in the economic
development of the nations. However, due to the increas-
ing world population, technological developments in the
agriculture sector are striving to cope with the global
food demand [1]. These situations call for the latest high-
end technology-equipped systems to help farmers get the
most out of the available resources. In this scenario, the
explosion of Information and Communications Technology
(ICT)-infrastructure is essential in knowledge transfer to
worldwide farmers. More and more farmers are getting
introduced to mobile phones daily, leading to increased
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demand for helplines/support centres for their agriculture-
related problems.

Furthermore, due to the large population of Indian farmers
(≈150 million), the government has always been interested
in providing help through any means possible. One such
step in this direction is introducing the Kisan Call Center
(KCC) program, which delivers extension assistance to the
farming community through telephonic calls [2]. In 2004, the
Indian government started a program to provide telephonic
help to the countrywide farmers in their local language
on the toll-free number ‘‘1800-180-1551’’. Moreover, many
studies have shown the program’s positive outcomes in
farmers’ livelihood and economic conditions over the
years ([3], [4], [5]).
In the KCC, whenever a farmer calls and asks a query, the

operator on the other side attempts to answer the problems
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FIGURE 1. Existing workflow of the kisan call centers.

of the farmers immediately. If the KCC operator is unable to
address the farmer’s query instantly, the call gets forwarded to
the identified agricultural specialist (Figure 1) [6]. However,
as the specialists are not always available, this sometimes
leads to a delayed response [7]. Keeping this scenario in
mind, in the present work, we propose a text-based query-
response generation model that can mimic the role of the
KCC operator/agriculture specialist. The proposed model can
be used to revert plant-protection-based queries from all over
the country.

A. MOTIVATION AND RESEARCH GAP
This study aims to address the growing global demand
for food and agricultural products due to the increasing
world population. With agriculture’s pivotal role in eco-
nomic development, the study recognizes the need for
advanced technology-equipped systems to support farmers
in optimizing resource utilization. The proliferation of
ICT infrastructure, including mobile phones, highlights the
potential for knowledge transfer to farmers, necessitating the
development of helplines and support centres. Specifically,
in the context of India’s large farming population, the
study aims to enhance the KCC program by introducing a
text-based query-response model, AgriResponse, to provide
prompt and reliable assistance to farmers, contributing
to their livelihoods and economic conditions. The study
acknowledges the challenges of creating a comprehensive
knowledge base and developing efficient response-retrieval
models to handle plant-protection-related queries nationwide.
It emphasizes the use of publicly available data and promotes
reproducibility by making the knowledge base and models
publicly accessible. Overall, the study seeks to leverage
technology to enhance agricultural support and knowledge
sharing, benefiting farmers and the agricultural sector’s
development.

The research gaps identified in this study revolve around
existing question-answering (QA) models based on KCC
data.While previous studies and QAmodels (discussed in the
following section) have used KCC datasets for insights, sev-
eral key flaws have been observed. Existing models address
a wide range of query types, including irrelevant ones,
and don’t filter queries effectively. They lack mechanisms
for handling spelling mistakes in the knowledge base and
user queries. Furthermore, they provide only single answers,

failing to account for multiple potential solutions and don’t
filter out odd-lengthed or erroneous responses. These models
are often tested on a district level, limiting their national-level
efficiency assessment and lacking reliable performance
metrics. In contrast, the proposed model focuses more
on identifying correct candidate answers and accounts for
multilingual data, acknowledging the challenges introduced
by mixed languages and translation errors in the KCC
database. The identified research gaps emphasize the need
for more efficient, context-aware, and language-agnostic QA
models for KCC datasets.

B. PROPOSED SOLUTION
In this study, we aim to develop AgriResopnse, a system that
farmers can use to ask any plant-protection-related query in
textual format and get corresponding answers. The helpline
operators can also use the model to gain a second opinion or
explore solutions when the experts are unavailable (Figure 2).
The challenges faced while designing such a system include
creating a vast knowledge base to answer nationwide queries.
Secondly, developing a response-retrieval model that can
process mismatched words, optimizing the search time
while maintaining the model’s accuracy. Our solution to the
first challenge is to create the knowledge base using the
query-calls records stored in the KCC data servers (and on
Open Government Data Platform India [8]) over the past
eight years. The information regarding the calls is publically
available by the KCCs every month. These records include
information regarding the farmer’s location, the farmer’s
query, and the answer given to the farmer, and many more.

In the present work, first, we collect the call-log files
through a custom web-server crawler (over 26 million call
records downloaded). Later, we perform several data-mining
procedures to transform the call logs dataset into a knowledge
base. Moreover, to develop an effective response-retrieval
system from the knowledge base, we designed three
response-retrieval models (RRMs), i.e., RRM1, RRM2, and
RRM3. The developed RRMs are designed to perform
approximate matches with innovative searching mechanisms.

To evaluate the developed system, we compiled a diverse
question bank comprising 755 queries covering 151 crops
grown throughout the country. Later, three metrics are used
to evaluate the models’ accuracy and response-retrieval
time. Furthermore, for the reproducibility of the work,
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FIGURE 2. Workflow of the kisan call centers integrated with the proposed model.

we have made the developed knowledge base, the response-
retrieval models’ code, along with the question bank and the
simulation results publicly available under GPL v3.0 through
our GitHub page [9] and on Code Ocean platform [10].
Following are some of the significant research contributions
of the presented study:
• Development of AgriResponse System: The study
introduces the AgriResponse system, a novel text-
based query-response generation model designed to
address plant-protection-related queries from farmers
nationwide.

• Error-Tolerant Mechanisms: It incorporates mecha-
nisms to handle spelling mistakes in the knowledge base
and user queries, enhancing the system’s robustness in
real-world scenarios.

• Multiple Answer Support: AgriResponse can provide
multiple answers for a single question when necessary,
recognizing that multiple solutions or treatments may be
available for a given issue in different regions.

• National-Level Efficiency: Unlike existing models that
test on a district level, AgriResponse aims to ensure
its efficiency on a national level, providing more
comprehensive support to a larger population of farmers.

• Publicly Accessible Resources: The research work
promotes reproducibility by making the developed
knowledge base, response-retrieval models’ code, and
question bank publicly available, enhancing trans-
parency and encouraging further research in the field.

• Incorporation of Multilingual Data: Recognizing the
multilingual nature of the KCC database, the study
acknowledges the challenges of mixed languages and
translation errors and tailors the model’s approach to
accommodate these complexities.

• Addressing the Lack of Reliable Metrics: By acknowl-
edging the absence of reliable performance metrics
in previous studies, AgriResponse contributes to the
evaluation of QA models in this context.

The remainder of this paper is organized as follows:
Section II gives the literature review regarding the works
related to the present study. Section III elaborates on the
methodology used to develop the knowledge base and the
response-retrieval models. The experiments and results are
presented in section IV, and a brief discussion of the results
is given in section V. Later, section VI delivers a conclusion
of the overall study.

II. RELATED WORK
The general workflow of a Question-Answering (QA) system
can be divided into the following three stages [11]:
1) Question analysis - extracting features of the input

questions and decoding what the user is asking for.
2) Document analysis - identifying the suitable answers to

the input question.
3) Answer analysis - extracting and ranking the answers

from the available knowledge base/corpus.
Based on the methodology used in the Question analysis
stage, the QA systems can be classified into one of the
three categories, i.e., linguistic approach, statistical approach,
and pattern-matching approach [11]. The remainder of this
section briefly describes the significant works done based on
these approaches.

A. LINGUISTIC APPROACH-BASED QA MODELS
In the linguistic approach-based QAmodels, first, techniques
such as tokenization, POS (Part-of-speech) tagging, and
parsing are used to process the user’s questions. Later,
the corresponding solutions are reverted according to the
‘‘meaning’’ of the asked question. The limitation of such
systems is that the information stored in the structured
database could only counter questions asked within the
limited speciality. Researchers started developing systems
based on this approach in the 1960s [12]. The early designs
used natural language processing techniques to produce
canonical forms, which in the later steps were used to
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form a standard query for database search. Later in the
1970s, a few other similar models were developed based on
dialogue systems ([13], [14]), using structured databases as
the knowledge source. Moreover, in 1999, Clark et al. [15]
introduced a method for integrating online content with
knowledge-based question-answering ability. This mixed
strategy allowed users to locate common and random
questions at the time of system development. Furthermore,
many models were developed at this time, which used online
text as their knowledge resource ([16], [17], [18]). These
models used their heuristic functions to save information
from the internet to the local knowledge database records.

In 2011, Moreda et al. [19] developed a QA system
based on semantic information, semantic roles, andWordNet.
They concluded that the more semantic knowledge the
system uses, the better the accuracy the model achieves.
Hristovski et al. [20] developed a biomedical QA system
based on semantic relations extracted from biomedical litera-
ture in 2015. In the same year, Huang et al. [21] developed a
QA system based on Wikipedia data extraction. In this work,
the researchers used Natural Language Processing (NLP)
techniques, including NER (Named Entity Recognition),
POS, and dependency parsing. Moreover, similar techniques
were used byXie et al. [22], including POS tagging, syntactic
analysis, and semantic relation query keywords to develop a
QA system based on ontology.

B. STATISTICAL APPROACH-BASED QA MODELS
Models based on statistical methods analyze the users’ ques-
tions to make predictions about the expected answers. These
methods analyze the documents based on several similarity
features to define the closeness of applicant answers to the
input question. The models are generally trained on a corpus
(manually or throughmachine learning algorithms) annotated
with the specific categories. Some common techniques
used in these models include SVM, Naive-Bayes, K-nearest
neighbour, etc. [23]. In 2000, IBM’s researchers developed
a statistical QA system which used a maximum-entropy
model for text classification based on the bag of words
features [24]. Later in the 2000s, many other text-
classification-based models were developed using similar
techniques ([25], [26], [27]). Furthermore, Soricut et al. [28]
developed a statistical chunker-based model to chunk the
input questions into phrases asked to the search engine. The
developed system could also answer difficult questions, using
N-gram co-occurrence statistics to extract the most suitable
answer.

In 2005, Higashinaka et al. [29] developed corpus-based
QA for why-questions using ML-based techniques to train
a ranker of answer candidates on the basis of features.
Later, in 2009, researchers introduced a QA system using
an improved Bayesian method based on ontology to
classify the questions [30]. Toba et al. [31] proposed
the approach of using a hierarchy of classifiers to dis-
cover high-quality answers in community QA archives

in 2013. Moreover, in 2016, Medved et al. [32] developed
an Automatic QA system for Czech using a combination
of TF-IDF and tree distance between the question and
candidate answers. Similarly, Lima et al. [33] developed a
multi-level tag recommendation integrated with an external
knowledge bases QA system, which internally categorises
the tags into different semantic levels based on their usage
frequencies. Furthermore, Ha et al. [34] developed a QA
system for medical MCQs, combining a neural approach
with an information retrieval approach in 2019. In 2020,
Oniani et al. [35] developed and evaluated various language
models for Covid-19-related QA systems using the GPT-2
language model and applied transfer learning to retrain it on
the Covid-19 open research dataset. Furthermore, in 2021,
Aithal et al. [36] developed a QA pairs generation system
and introduced a question similarity mechanism that imitates
human reasoning to identify whether the questions posed are
answerable.

C. PATTERN-MATCHING APPROACH-BASED QA MODELS
In the pattern-matching approach-based models, the
responses to the input questions are recognized based on
the similarity between their structural patterns, including
specific semantics. In these systems, surface pattern-based
methods are used to obtain factual responses, as those
answers are restricted to fewer sentences. In 2002,
Ravichandran et al. [37] introduced a bootstrapping-based
automatic learning method to construct a large set of
patterns. In the same year, Zhang et al. [38] introduced the
concept of surface patterns combined with the ‘‘support’’
and ‘‘confidence’’ from data mining. Later, in 2003,
Greenwood et al. [39] integrated named entity tagger with the
surface patterns to generalize the patterns produced from the
loose text. Furthermore, in 2007, Cui et al. [40] utilized the
bigram model and Profile Hidden Markov Model-based soft
pattern matching to identify the responses. Saxena et al. [41],
in the same year, used a similar approach for complicated
questions, including date of birth, location, and acronym
expansion-related questions.

D. COMPARISON WITH THE EXISTING FARMERS’
HELPLINE-BASED QA SYSTEMS
Although several studies have been done on the KCC dataset
for extracting useful insights ([42], [43], [44], [45], [46]),
recently, two research teams have developed QA models
similar to this present study ([7], [47]). Data for these QA
systems is collected from the KCC data servers, which is
later processed through NLP. However, there seem to be the
following major flaws in these existing models:

• There are several types of call-log records present
in the KCC data servers, including queries regarding
weather (≈40%), plant-protection (≈22%), market
information (≈3%), seed (≈1%), etc. Moreover, the
answers corresponding to many previous queries asked
by the farmers do not have any value in the future.
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Whereas the existing systems handle all types of queries,
including weather and crop-price-related queries, which
such systems shouldn’t address.

• Since the records are manually fed into the KCC system,
it was noted that there exist some spelling mistakes in
the knowledge base. Therefore, a system with an exact
matching mechanism may not be a good design choice
for this knowledge base. Moreover, no such mechanism
is used for handling the users’ spelling mistakes in the
existing models; neither are the misspelt words present
in the dataset dealt with.

• There can be multiple answers present corresponding
to a single question in the database. The reason behind
this is that the availability of the control treatment
differs from place to place. Secondly, there can be
multiple treatments available in the market for the same
disease/pest. Moreover, it was found that all the existing
models are designed to revert to only a single answer
corresponding to the input question.

• From the observations, it was noted that different-sized
answers are present in the database. Moreover, the
large-sized solutions (more than 100 characters) and
small-sized solutions (less than eight characters) present
in the database generally contain errors (unwanted
extra symbols, long continuous series of alphabets).
Therefore, it is better to filter out odd-lengthed answers
from the database. Whereas no length-based filters are
used in the existing models to filter out the erroneous
answers.

• The testing of the developed models is done on the
district level in each of the studies, which does not ensure
the model’s efficiency on the national level.

• No reliable metric is used to assess the performance of
the models in the studies.

Moreover, compared with the existing QA models, the
proposed model invests less in processing the input question
and more towards finding the correct candidate answers. This
is because it is found that there are several entries (questions)
in the KCC database in other languages, i.e. questions
which are in Hindi (or other local languages), typed in the
English language by the KCC operators. Moreover, there
is a possibility of induction of errors in text translations
from query-call voice. Because of the contamination of the
corpus (mixed languages and translation errors), designing a
conventional NLP system on such a knowledge base is not
a good fit. Consequently, AgriResponse does not expect the
input query in natural language; it basically decomposes the
single-sentence query into the following three questions:

• What is the location of the farm?
• Which crop is being asked about?
• Which disease/pest is to be controlled?

Each of the above questions has one-word (or phrase)
answers, and since these three parameters are needed to
solve the problem, it is better to ask the parameters
separately. This design helps optimise the accuracy of

the later processing steps, as the error is minimized while
processing the input questions. Another novelty of the pre-
sented work is the location-based smart searchingmechanism
of the response retrieval models to optimize the average
response retrieval time. Furthermore, the proposed model
uses Lavenstien distance (LD) in the later stages to search
for the closest questions in the database.

III. METHODOLOGY
The present research work can be divided into two parts,
i.e. knowledge base construction and development of the
response-retrieval models. The knowledge base developed
in the presented work comprises the farmers’ helpline call
logs. Moreover, these call logs consist of several attributes,
including the questions the farmer asks, the answers deliv-
ered by the helpline operator, and many more (Table 1).
Furthermore, we developed three Response Retrieval Models
(RRMs) to retrieve suitable answers corresponding to the
questions asked. The developed retrieval models in this study
take three separate parameters as input, i.e. state name,
crop name and disease/pest name, to search the candidate
answers.

The first retrieval model, RRM1, uses only the input’s
crop name and disease/pest name parameter. Moreover,
the model’s output consists of the top 5 answers in the
knowledge base corresponding to the input query. The second
model, RRM2, is built using RRM1; in addition to the two
parameters, it also considers the location of the query (state
name). RRM2 selects the dataset based on the input state
name and passes the other parameters of the query along with
the selected dataset to the RRM1. A similar input pattern is
followed by the RRM3 (input includes the state name, crop
name, and disease/pest name entered by the user); moreover,
the model smartly selects the statewise records to be searched
in the knowledge base. RRM3 searches for the answers in
the knowledge base starting from the closest state. The model
uses a distance matrix for all the states so that whenever a new
query is asked, the model generates a sorted list of states in
ascending order to the distance of the state of the query. Later,
the selected state name, the crop name and the disease/pest
name are passed to the RRM2, and the answers are retrieved
using RRM1.

A. KNOWLEDGE BASE CONSTRUCTION
The procedure followed for the construction of the knowledge
base can be divided into two basic steps, i.e., data collection
and data preprocessing (Figure 3).

1) Data collection: In order to fetch the call-log files
from the KCC Helpline’s data servers, a dedicated
web crawler is designed. The data servers maintain a
single file corresponding to a single district of India
for a single month. As the whole dataset is available
in 55,844 .json formatted files, downloading the dataset
manually is not a feasible task. The custom-designed
web crawler iteratively explores all the districts and
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TABLE 1. Attributes’ description of the downloaded data.

FIGURE 3. Methodology used for construction of the knowledge base.

requests data from the servers regarding all possible
locations in India. Overall, 26,874,198 call-log records
between the period ofMarch 2013 till February 2021 are
downloaded from the data servers and are forwarded to
the data preprocessing module. The details regarding the
attributes of the call-log records, along with their sample
values, is given in table 1.

2) Data preprocessing: The data preprocessing step can be
further divided into the following three sub-steps:

a) Data cleaning: it is used to remove any erroneous
data/characters from the downloaded call-log files.
Such characters get introduced to the dataset due to
human input error or improper storage or transfer
processing. In our study, we eliminated all the
characters from the tuples except the alphabets (lower
case and upper case), the numerical characters and
some other selected characters, including commas,
colons, etc. Examples of strings before and after the
cleaning step are given in table 2.

b) Data Merging: As the call log records are scattered in
numerous files, it is required to merge the complete
data into a single file. This action makes it easier
to handle data in the next steps. For this step,
a programming loop is designed to go through all the
downloaded (55,844) files, read the tuples and append
each tuple in a single destination file. The output of
the step is a single file, with the records from all
the multiple files, including all the attributes shown
in table 1.

c) Data Selection: The dataset obtained until the
previous step contains several irrelevant attributes.
Since we aim to develop a query-response system
specifically for the plant-protection-related questions,
we first filter out all the data records which do
not belong to this category. The process is to keep
only the records with the exact match of the string
‘‘Plant Protection’’ in the ‘‘QueryType’’ attribute of
the dataset (Table 1). Moreover, since only four
attributes are used in the response retrieval models
(CropName, StateName, QueryTest, and KCCAns),
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TABLE 2. Input and output samples of strings before and after data cleaning process.

rest of the attributes are removed from the ‘‘Plant
Protection’’ dataset. At last, we end upwith 5,921,883
records in our knowledge base, ready to serve
information to the response-retrieval models. The
final knowledge base developed in the study is
publically available and can be downloaded from
our online repository- https://github.com/Samarth-
Godara/AgriResponse [9].

B. RESPONSE-RETRIEVAL MODELS CONSTRUCTION
The remainder of the section elaborates on the three RRMs
developed in the present study. Each of the three models
takes three components as input, i.e. state name, crop name,
and disease/pest name. Moreover, the RRMS are designed in
such a way that the input state name and crop name must
be an exact match with any of the records present in the
knowledge base. This is done because both these parameters
have separate attributes to match the information from
(‘‘StateName’’ and ‘‘Crop’’, table 1). Moreover, there are
limited states and crops in India; therefore, these parameters
can be inputted using drop-down boxes where there is no
possibility of spelling mistakes. On the other hand, the
models are designed to perform approximate matching of the
input disease/pest name. The structure of the models’ outputs
is similar; all the models output the most suitable answers
related to the input query parameters in the form of an array
of five strings. The Python programs of the models developed
under the study are available online [9]; following is the
detailed description of the step-by-step internal working of
the developed RRMs.

1) Response-Retrieval Model 1 (RRM1): The RRM1 is
developed to only use crop names and disease/pest
names in order to search for answers in the knowledge
base. The workflow followed by the model (Figure 4) to
extract the suitable answers is as follows:
a) Crop-based filtering: The first step is to filter all

the answers corresponding to the crop in the input
parameters. This is done by matching the input
crop string with the data values from the ‘‘Crop’’
attribute present in the knowledge base. The step helps
remove the irrelevant rows from the search domain,
which consequently helps in faster computation of
the subsequent steps. The dataset after the first step
is processed row by row, where the question present
in each record is processed separately; therefore, it is
necessary to drop the baggage as much as possible.

b) N-gram query splitting: In this step, the ‘‘QueryText’’
of each tuple present in the selected dataset is split into

FIGURE 4. Block diagram of response-retrieval model 1.

all possible n-grams, where n is the number of words
present in the disease/pest parameter of the input
query. This step is performed because each n-gram of
the question will be compared with the disease/pest
word in the later steps. Moreover, if the disease/pest
word has two words (for example,‘leaf miner’), the
searching algorithm must compare the input with the
sets of all two consecutive words from the question.
The algorithm 1 shows the procedure used for n-gram
extraction from a given ‘‘question’’ string.
Examples of the input and output of the algorithm are
given in table 3.

c) Lowercase conversion: In this step, all the characters
present in the input disease/pest name and the
‘‘QueryText’’ strings of the selected dataset are
converted into lowercase. This process is simple,
yet it significantly helps with the consistency of the
expected output, as it eliminates the scenarios of
mismatches due to different casings of the characters.
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TABLE 3. Input and output examples of the n-gram extraction algorithm.

Algorithm 1 Algorithm for n-Grams Extraction
Input : question string, disease/pest name string
Output: bag (set of all n-grams extracted from the

input question string)
list ← tokenize(question string);
n← size(tokenize(input disease/pest name));
bag← ∅;
i← 0;
while i < (size(list)− (n− 1)) do

w← list[i : (i+ n)];
bag← bag+ w;
i← i+ 1;

end

d) Levenshtein distance (LD) calculation - In this step,
the LD is calculated between the input disease/pest
name and the n-grams extracted from each of
the records of the selected dataset. In later steps,
questions are filtered out based on the minimum LD
value. Commonly called the ‘edit distance’, LD is a
string metric used to measure the difference between
two sequences. LD is a distance metric widely used
for approximate matching tasks [48]. Informally, the
LD between two phrases is the minimum amount of
character edits (insertions, deletions, or replacements)
needed to change one phrase into the other. This
distance metric helps find the matching words from
the input query. Moreover, one of the methods
used to calculate the LD between two given strings
is described in algorithm 2 (output sample given
in table 4).

e) Levenshtein distance-based filter- In order to filter
out the records carrying the questions which do not
contain any word (phrase) close to the disease/pest
parameter of the input query, we discard all the
records which have LD values more than 2. Table 5
gives examples of questions filtered based on the
closest LD value, and figure 5 explains themechanism
of calculating LD between a knowledge base question
and the user input disease/pest name with an example.

Algorithm 2 Algorithm to Calculate Levenshtein
Distance Between Two Input Strings
Input : str1, str2, m, n (two input strings along with

their lengths)
Output: LD (Levenshtein Distance between the two

input strings)
if m = 0 then

LD← n;
else if n = 0 then

LD← m;
else if str1[m− 1] = str2[n− 1] then

LD← LDistance(str1, str2,m− 1, n− 1);
else

LD← (1+ min(LDistance(str1, str2,m, n−
1),LDistance(str1, str2,m−
1, n),LDistance(str1, str2,m− 1, n− 1)));

end
return LD

TABLE 4. Examples of LD values between different strings.

f) Answer-length-based filter: As discussed in previous
sections, it is observed that too short and too long
answers present in the knowledge base tend to contain
erroneous information. Therefore, we filter out the
very lengthy answers. These records contain random
sequences of alphabets, which could have been
introduced by some human or digital error (storage or
transfer error). In order to remove such records from
the dataset, we discard the answers containing more
than 100 characters.

g) Answer-length-based sort: After filtering the answers
based on their lengths, the responses are sorted in
descending order according to the same. This is done
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TABLE 5. Examples of LD-based question filtering.

FIGURE 5. Example of LD calculation between a question from the knowledge base and
the user input disease/pest name.

so that the answers of appropriate lengths come at the
top for the retrieval.

h) Model’s Output: In the last step of the RRM1,
the top five answers obtained after sorting are
reverted. This model does not use spatial information
(state name). Consequently, it searches for the best
answers in the countrywide dataset. A few examples
of the input parameters and output of the model
corresponding to them are given in table 6. As shown
in example 1 of table 6, the last answer is erroneous.
Whereas all the other four output answers are
acceptable.

2) Response-Retrieval Model 2 (RRM2): RRM1 does not
consider the spatial information present in the query
parameters, whereas RRM2 uses this information to
deduce the search time. In order to do so, RRM2 first
filters out the records which do not belong to the input
state name. A simple exact-matching module compares
the input state-name-string with the data values present
in the ‘‘StateName’’ attribute of the knowledge base.
Later, the model feeds the filtered dataset to RRM1

along with the other input parameters (crop name and
disease/pest name) (Figure 6). This helps in cutting
down the processing time of the following steps,
consequently affecting the model’s accuracy (discussed
in section IV). The output of RRM2 is similar to the
output of RRM1 (Table 6).

3) Response-Retrieval Model (RRM3): RRM3 is an exten-
sion of RRM2, where RRM3 smartly switches states
if the answer is not obtained from the current state
dataset. First, the geolocation of the approximate centres
of all the states is obtained manually and fed to the
geo-matrix construction module. Later, if no answer is
found in the input state name, the RRM3 iteratively uses
the geo-matrix to choose the nearby states to search
for the answers in (Figure 7). After the evaluation of
the models’ performances, it was found that RRM3
performs better in terms of accuracy than RRM2.
A detailed stepwise working of the RRM3 model is
explained below.
a) State-wise geolocation matrix construction: First,

the approximate geolocation (latitude and longitude)
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TABLE 6. Sample input and output of RRM1.

FIGURE 6. Block diagram of response-retrieval model 2.

information is gathered regarding the centre points
of India’s states/union territories. Later, a matrix is
constructed with each row and column representing
each of the Indian states/UTs (Figure 8). Each
entry of the matrix contains the Euclidean distance

between the states representing the row and column of
the cell.

dij =
√
(glati − glatj )2 + (gloni − glonj )2 (1)

Here, dij represents the cell belonging to the ith row
and jth column, glati and gloni represent the latitude
and longitude of the ith state, respectively. It is to
be noted that construction of the geo-matrix is done
once, and the same is used for retrieving information
corresponding to the subsequent input queries.

b) Model’s Input: RRM3’s input and output param-
eters are similar to those of the other models.
Moreover, RRM3 searches for answers in a smart
state-wise manner. Furthermore, it can be deduced
that RRM3 behaves similarly to RRM2 in the first
iteration.

c) Distance-based sort: The model generates a sorted list
of states in ascending order of the distance from the
input state name. It is done by sorting the values of
the column corresponding to the input state name in
the geo-matrix. An example of the state-wise sorting
is shown in figure 9, where the state name in the input
query isGujarat (dark red coloured state, western side
of India), and the states are coloured in lighter shades
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FIGURE 7. Block diagram of response-retrieval model 3.

FIGURE 8. Structure of the geo-matrix.

of red as the sequence of the search algorithm moves
to the next state. It can be noted that the search started
from the western part of India and moved towards
the eastern parts after covering northern, central and
southern India.

d) Switching states: The state-search list helps RRM3
search state-by-state in the countrywide dataset. The
first state in the list is the one which has been fed to
themodel as the input. Later, the selected state name is
fed to RRM2 along with the other parameters. RRM2
performs the search in the input state name dataset and
reverts back to the available answers. If no answers
are retrieved from the selected state dataset, the next

state name is fed to RRM2 from the list. Although this
state-search technique seems to be complex, it gave
better results in terms of response-retrieval time than
RRM1 (discussed in section IV).

e) Model’s output: Each model developed in the present
work has a similar structure of output, i.e. each model
reverts a list of five strings (answers) corresponding
to the input state name, crop name, and disease/pest
name (Table 6).

IV. EXPERIMENTS AND RESULTS
In order to evaluate the performance of the developedmodels,
a question bank is compiled consisting of 755 questions
covering 151 crops grown in different regions of India. Five
queries are collected corresponding to each of the 151 crops
in the question bank, with different combinations of the state
name and disease/pest name.

The question bank developed for assessing the proposed
framework is available online [9]. The whole process is
simulated with Python 3.0 script on the Google Colab
platform with dual Intel(R) Xeon(R) CPU @ 2.20GHz
microprocessor, 13GB RAM and 108GB disk space. In the
experiments, each model is automatically fed the queries one
by one from the question bank (Figure 10). Later, the models’
responses are examined through the below-mentioned three
metrics:
1) Accuracy Percentage (AP): AP represents the percent-

age of questions corresponding to which the model has
outputted at least one correct answer and no incorrect
answer (equation 2).

AP =
1

755

755∑
j=1

(
a(Rj)

)
× 100

a(Rj) =


1, if there is at least one correct answer

in the list and no incorrect answer
0, otherwise

(2)

where Rj represents the response from the model
corresponding to the jth query of the question bank.

2) Crop-weighted Performance Score (CWPS): CWPS
represents the AP estimate of the model in a real-life
scenario. As the farmers do not ask queries regarding
all the crops with the same frequency, the correct
answers corresponding to a frequently asked crop must
carry more weightage than the others. Considering this
situation, we propose a new metric that can be used
to infer the percentage of correct answers the models
would revert in real-world scenarios. In this process,
first, the weight of each crop is calculated by equation
5, which is the fraction of occurrences of the queries
related to the target crop in the knowledge base. Later,
the percentage of the weighted score is calculated as
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FIGURE 9. Example of the state-search sequence where Gujarat is inputted as the state
name in the input query. The search sequence starts from the darker shade of red and
moves to the states with the lighter shades of red, i.e. starting from Western India, covering
Northern, Central and Southern India, and at last, Eastern India.

FIGURE 10. Simulation process for agriResponse framework.

shown in equation 3.

CWPS =
1
755

755∑
j=1

(
sj
)
× 100 (3)

sj =
a(Rj)× wj

5
(4)

wj =
nj
T

(5)

Here, nj represents the total number of questions present
in the knowledge base corresponding to jth crop and T
represents the total number of questions present in the
knowledge base.

3) Average Response-Retrieval Time (ARRT): ARRT rep-
resents the average time consumed (in seconds) by the
model to revert backwith the list of answers (or an empty
list) corresponding to the input query parameters. It is
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FIGURE 11. Accuracy percentage and crop-weighted performance score of the RRMs.

calculated using equation 6.

ARRT =
1
755

755∑
j=1

(
tj
)

(6)

Here, tj represents time consumed (in seconds) by the
model to revert back the response corresponding to the
jth question of the question bank.

A. ACCURACY PERCENTAGE (AP) AND CROP-WEIGHTED
PERFORMANCE SCORE (CWPS) RESULTS
A comparison of the AP and CWPS of the three RRMs
is given in table 7 and figure 11. It can be noted that the
performance of RRM3 is very close to that of RRM1 in
both the metrics (RRM1 performed≈2% better than RRM3).
From the CWPS of RRM1 and RRM3 (≈97%), it is inferred
that these models will probably revert out only three wrong
answers out of 100 asked questions in real-world scenarios.
Whereas the performance of RRM2 is very low in terms ofAP
(70.59%) as compared to other models (≈85%). Moreover,
the CWPS of RRM2 is in comparison with the other models,
although performance is still lower than RRM1 and RRM3.

TABLE 7. Accuracy percentage and crop-weighted performance score of
the RRMs.

The reason behind the low performance of RRM2 is the
fact that RRM2 searches for the answers only in a single-state
dataset. Although RRM3 also performs a single-state search,
it covers the whole country state-by-state iteratively. There-
fore, RRM3’s performance is close to RRM1, which directly

searches in the nationwide knowledge base. The reason
behind the far better CWPS of the models compared to AP is
that the models are not able to answer the queries which are
less frequently asked in the past years. Therefore, there are
comparatively fewer answers present in the knowledge base
regarding those crops.

B. AVERAGE RESPONSE RETRIEVAL TIME (ARRT) RESULTS
Table 8 and figure 12 elaborate on the models’ performances
in terms of ARRT. It is observed that RRM2 performs the
best among all the models, with an ARRT of 2.29 seconds.
This is a predictable observation because RRM2 has the
smallest search space as it searches only into a single
state-wise knowledge base section.Moreover, RRM3 showed
an 82.53% increment in ARRT, whereas RRM1 showed a
406.55% increase in ARRT compared to RRM2.

V. DISCUSSION
Timely help is the requirement of the hour for worldwide
farmers. This generates the need for an automated answering
system which can assist the diverse population of farmers.
The existing helpline systems are human-driven, leading
to delays in help to the farmers. Considering the current
scenario, the proposed framework, AgriResponse, can use a
knowledge-based query-response retrieval system to help the
KCC operators in a semi-automatic way. For the objective,
initially, a knowledge base is built using call-log records from
the country-wide farmers’ helpline centres. Three response-
retrieval models are developed to retrieve information from
the compiled knowledge base (RRM1, RRM2, and RRM3).
The results show that the models are useful in various
scenarios according to the requirement of the system, i.e.
accuracy or RRT.

In order to have a thorough understanding of the proposed
system’s behaviour, we investigated more in the direction of
the frequency distribution of the number of queries present
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FIGURE 12. Average response-retrieval time performances of the models.

FIGURE 13. Frequency distribution of the number of queries per crop in the knowledge base.

TABLE 8. Averate response retrieval time performances of the RRMs.

in the knowledge base corresponding to each crop. Figure 13
shows the frequency distribution per crop number of records
in the knowledge base. The distribution is observed to be
exponential in nature, i.e. there are fewer records in the
knowledge base regarding a large number of crops, and a
small set of crops dominates the knowledge base. Figure 14
shows the pie chart of the top 24 crops acquiring ≈51% of
the knowledge base. Moreover, it was found that most of the
crops for which the models couldn’t revert any answers are
among the least-interested crops (crops acquiring≈1.05% of
the knowledge base).

To understand the model’s response times, figure 15
shows the frequency distribution of the number of solutions
retrieved from the models against the response-time bins.
The figure shows that among all the models, RRM1 has the
least number of responses with the lowest response-retrieval
time (RRT) bin. The maximum RRT obtained by RRM1 is
507.82 secs; therefore, the frequency distribution of RRM1’s
RRT is observed to be stretched. Moreover, the frequency
distribution corresponding to RRM2 is very short (maximum
RRT is 82.97 secs), as most questions get answered in smaller
RRT bins. Furthermore, the distribution corresponding to
RRM3 is similar to that of RRM2 (maximum RRT of RRM3
is 82.10 secs). RRM3 has a slightly higher number of answers
in the smaller RRT bins from 1.5 sec to 11.5 sec, which leads
to lesser RRT on average.

It is found that a large number of crops in the base are
present with a small number of records, whereas a few crops
dominate the base. Moreover, it is observed that the wrong
answers reverted by themodels belong to the crops with fewer
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FIGURE 14. Percentages of the major crops in the knowledge base.

FIGURE 15. Frequency distribution of the response-retrieval time.

records in the knowledge base. A similar distribution was
observed regarding the models’ RRT; it was noted that many
questions get answered with shorter RRT, whereas queries
related to the ‘‘famous’’ crops take longer.

The proposed system in our research stands out with an
impressive accuracy rate of 98.50% (RRM1), showcasing its
exceptional performance in automated query-response sys-
tems for agricultural decision-making. Other notable systems
have been evaluated, including the ‘‘KisanQRS’’, a query-
response generation system built with the KCC dataset, with
an accuracy of 97.12% [49]. Moreover, the model proposed
by Kumar et al. [50] achieves an accuracy of 96.10%,
on par with ‘‘Krushi-The Farmer Chatbot’’ [51]. Lastly,
‘‘AgriBot’’, an intelligent interactive interface designed
to assist farmers, exhibits a still respectable accuracy

of 78% [52]. These results highlight the diverse landscape
of systems designed to support agricultural decision-making,
with the proposed RRMs leading the way in accuracy and
performance.

In our research, we’ve focused on accuracy and considered
an essential aspect that sets us apart from existing research -
the Average Response Retrieval Time. While other studies
may primarily concentrate on accuracy and performance
metrics, our work strongly emphasises evaluating how
quickly the system can retrieve responses, ensuring that it not
only provides accurate answers but does so promptly. This
emphasis on response time is critical in practical applications,
especially in agricultural decision-making.

While our research presents several strengths, it’s impor-
tant to acknowledge certain limitations. First, the study
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primarily focuses on the agricultural context and may not
be directly applicable to other domains. Second, the quality
of the data input can influence the system’s performance.
Lastly, while we’ve considered Average Response Retrieval
Time, further optimization for even quicker responses may be
required for highly time-sensitive situations.

VI. CONCLUSION
With the global increase in ICT infrastructure, the agriculture
sector needs systems to cope with the farmers’ demand
for help. Moreover, agriculture-related helplines and support
centres are currently lacking expertise [7]. Delays in the
experts’ advicemay have a serious impact on farmers’ lives as
well as the national economy. For this situation, we propose
AgriResponse, a framework to provide text-based plant-
protection-related solutions to Indian farmers in real-time.
The helpline operators can also use the proposed framework
as a second opinion to the experts’ advice.

Challenges while designing the proposed framework
include creating a knowledge base for questions and answers
covering various crops grown in India. Secondly, developing
smart query-response retrieval systems for better accuracy
and response-retrieval time. As a solution, a new way of
constructing a knowledge base has been reported, using the
call-log records of the farmers’ helpline centres. Moreover,
three separate models (RRM1, RRM2, and RRM3) are
developed with different searching capabilities for response
retrieval. The models are validated on a question bank
consisting of 755 queries covering 151 crops. Models’
performances are evaluated using three metrics (AP, CWPS,
and ARRT) on the question bank. The experiments found that
RRM1 has the highest AP and CWPS (87.41% and 98.5%,
respectively), with the lowest performance in terms of ARRT
(11.60 sec). RRM2’s performance is noted to be the lowest in
terms of AP and CWPS (70.59% and 92.91% respectively),
and best in terms of ARRT (2.29 sec). Whereas RRM3’s
performance was comparable to the best models in their
respective metrics (AP = 85.43%, CWPS = 97.15%, and
ARRT = 4.18 sec). Therefore, it can be stated that RRM3 is
a good choice of response-retrieval model for our objective.
For future work, we intend to merge knowledge bases
from multiple sources (QA forums, blogs, articles, etc.)
to increase the AP and CWPS of the system. Moreover,
we intend to incorporate advanced string-matching algo-
rithms integrated with machine learning for better framework
performance.
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