
Advances in Intelligent Systems and Computing 1432

Subarna Shakya
Ke-Lin Du
Klimis Ntalianis   Editors

Sentiment 
Analysis 
and Deep 
Learning
Proceedings of ICSADL 2022



Using Deep Learning Models for Crop 
and Weed Classification at Early Stage 

Akshay Dheeraj and Satish Chand 

Abstract Agriculture is essential for human existence, and it plays an important 
role in the world economy. There is increasing demand for food to feed the ever-
increasing world population. Agriculture is affected by climate changes along with 
weed control. Weeds are unwanted plants that compete with plants for nutrition, 
and sunlight and adversely affect crop quality and production. Manual weeding is 
a tedious and labor-intensive task because both crop and weed look the same by 
visual appearance. Artificial intelligence techniques like deep learning can address 
this problem of crop and weed classification. In this research work, a deep learning-
based classification system has been proposed to classify the weed and crop based 
on RGB images. We investigated two popular deep learning-based transfer learning 
models, namely DenseNet169 and MobileNetV2, and assessed their performances 
for crop and weed recognition. These models perform excellently with an accuracy 
of 97.14 and 94.92%, respectively. The significant accuracy results make the model 
an important tool for farmers to identify weeds. 

Keywords Plant seedlings · Deep learning · Convolutional neural network ·Weed 
classification ·MobileNetV2 · DenseNet169 · Precision agriculture 

1 Introduction 

Convolutional neural networks (CNNs) have become essential for researchers in 
computer vision tasks. Large dataset availability and evolution in computing tech-
nologies with graphics processing units (GPU) have eased these vision tasks. CNNs 
are popular because of their applicability to various data and excellent performances
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[1]. CNN was started with the invention of LeNet-5 which consists of three convo-
lution layers, two sub-sampling layers, and two fully connected layers [2]. CNN 
achieved further progress with AlexNet in which the number of the kernel was 
increased and dropout regularization was introduced. After that many networks were 
introduced that have significant performance [3–5]. 

Agriculture is the major source of livelihood for world populations. With the 
evolution in artificial intelligence, the agriculture sector is also being transformed 
which led to smart farming. Agriculture is being affected by different factors like 
climate change along with the daunting task of weed control. One of the most impor-
tant tasks in smart farming is the recognition of weeds from the field and taking 
necessary steps to control the weeds so that crops get enough water content, solar 
radiation, and other important nutrient. Manual identification of weeds in the field is 
a difficult task as they appear to be the same in color, and size as the crop. The objec-
tive of this research study is to develop a weed and crop classification system using a 
deep learning model so that early detection of weeds can be done and crop yield can 
be increased. Images of weeds and crops have been trained on deep learning models 
like DenseNet169 and MobileNetV2, and their performances have been compared. 
A total of 12 classes of weed and crop have been used in the research work with orig-
inally 5544 images which have been augmented to increase the size of the dataset. 
The proposed research study shows the accuracy of 97.14 and 94.92% on test data 
for DenseNet169 and MobileNetV2 models, respectively. Thus, the significant accu-
racy of the DenseNet169 model suggests the effectiveness of the proposed system 
for weed recognition at an early stage in the farmer’s field. 

2 Literature Survey 

A good amount of work has been done in for weed detection using computer vision 
techniques [6–9]. In [10], the author used SVM on digital images to classify weeds 
and crops. The authors used a total of 224 test images of six weed species, extracted 
a total of 14 features that can help to distinguish crops and weeds, and achieved a 
classification accuracy of 97%. In [11], the authors used fuzzy decision-making and 
shape descriptors to develop a weed and crop classifier and achieved recognition 
accuracy of 92.9% on a total of 66 images. 

In [12], the authors used a machine learning model specifically supporting vector 
machine (SVM) for weed detection in the sugar beet field. Four different weed species 
of sugar beet were considered for research and different shape features like moment 
invariant and Fourier descriptor were extracted. The research study obtained the 
classification accuracy of 92.92 and 95% for ANN and SVM respectively. 

These days, a convolutional neural network (CNN) is being used in every field 
[13–18]. In [19], some of the applications of CNN-based deep learning models in 
agriculture have been surveyed. Research work in [20] focuses on classifying soybean 
and its weeds using the k-means algorithm for feature extraction and combined with 
CNN. The authors used 820 images having four classes as soybean and its weeds
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and achieved an accuracy of 92.89%. In [21], the authors proposed a CNN-based 
graph convolution neural network (GCN)-based model named GCN-ResNet101 to 
classify weeds associated with corn, lettuce, and radish crop. Authors used four 
different datasets having a total of 4200, 560, 280, and 5040 images for corn, lettuce, 
radish, and mixed weed dataset and achieved 97.80, 99.37, 98.93, and 96.51 percent 
classification accuracy. In [22], the authors proposed a deep learning-based transfer 
learning model named ResNet101 to identify nine weed species associated with 
maize, common wheat, and sugar beet crop and achieved a classification accuracy 
of 96.04%. The author used augmentation techniques, and a total of 7200 images for 
12 classes having 600 images for each class were used. 

3 Proposed Methodology 

3.1 Data Acquisition 

A publicly available dataset has been used in this research work [23]. This dataset 
has a total of 12 species which includes three crop species maize, common wheat, 
sugar beet, and their associated nine weed species. Table 1 summarizes the dataset 
description. 

Figure 1 shows some images of the dataset. Figure 2 shows the proposed method-
ology. The first step of the methodology is data acquisition. Once data is collected, 
data augmentation techniques are used to enlarge the dataset. The third step is to

Table 1 Detail of dataset used 

Species Number of 
original images 

Number of 
augmented images 

Total images 

1 Black-grass 310 590 900 

2 Charlock 452 473 925 

3 Cleavers 335 565 900 

4 Common Chickweed 713 187 900 

5 Common wheat 253 647 900 

6 Fat-hen 538 362 900 

7 Loose silky-bent 766 134 900 

8 Maize 257 643 900 

9 Scentless mayweed 607 293 900 

10 Shepherd’s purse 274 626 900 

11 Small-flowered cranesbill 576 324 900 

12 Sugar beet 463 437 900 

Total 5544 5281 10,825 



934 A. Dheeraj and S. Chand

Fig. 1 Some sample images of the dataset

pre-process the data which includes resizing images according to the input size of 
the model used. These pre-processed data are the input to the proposed models which 
classify these crops and weed images. 

3.2 Data Augmentation 

Originally, this dataset has a total of 5544 images. To enlarge the dataset, data 
augmentation techniques are used. Table 2 summarizes the data augmentation tech-
niques applied using the Keras library of Python. During data augmentation, images 
are flipped horizontally, rotated between the angles of 0–45°, width and height are 
shifted by 20%, zoomed by 20%, and shear by 20%.
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Fig. 2 Flowchart of 
proposed methodology

Data Acquisition 

Data Augmentation 

Data Preprocessing 

DL Model DenseNet169 & 

MobileNetV2 

Type of Crop and 
Weed 

Table 2 Data augmentation 
techniques used 

Technique 

1 Horizontal flip = true 
2 Rotation = 32 
3 Width shift = 0.2 
4 Height shift = 0.2 
5 Zoom range = 0.2 
6 Shear range = 0.2 
7 Fill = Nearest 

3.3 CNN-based Deep Learning Model 

Deep learning is being used in every field these days. It is the subfield of artificial 
intelligence where feature engineering is done automatically unlike machine learning 
where features are extracted manually. Two popular deep learning architectures have 
been used in the research.

● DenseNet169 [24]
● MobileNetV2 [25]
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DenseNet169 Model 

DenseNet consists of a number of dense blocks where within the block, the size 
of the feature map remains the same but the number of filters keeps on changing. 
DenseNet169 has four dense blocks. Each dense block defines one 1 × 1 convolution 
followed by a 3  × 3 convolution. The first dense block defines six 1 × 1 convolutions 
followed by a 3 × 3 convolution. The second dense block defines twelve 1 × 1 
convolutions followed by 3 × 3 convolutions. The third dense block defines thirty-
two 1 × 1 convolutions followed by 3 × 3 convolution. The fourth dense block 
defines thirty-two 1 × 1 convolution followed by 3 × 3 convolution There are three 
transition layers which does the convolution and pooling operation and are in place 
between the dense block. In DenseNet, all layers are connected. Feature maps from 
previous layers are concatenated. 

MobileNetV2 Model 

MobileNetV2 model was proposed by Google. This architecture uses depth-wise 
separable convolution through which efficiency is improved. There are 17 building 
blocks in MobileNetV2 after that 1 × 1 convolution is performed followed by the 
global average pooling and classification layer. One residual connection is used 
between the input and output layer which learns those features that are already 
learned and remove irrelevant features. MobileNetV2 model reduces the number of 
parameters which led to a reduction in computation. 

DenseNet169 and MobileNetV2 have total 14.3 M and 3.5 M parameter, respec-
tively, and top-5 accuracy of 93.2 and 90.1% on ILSVRC [26]. These smaller param-
eter sizes and excellent results have motivated us to choose these models for our 
research work. 

4 Results and Discussions 

Two CNN-based deep learning models DenseNet169 and MobileNetV2 have been 
proposed for crop and weed classification systems. We use the transfer learning 
approach in which these models that have been already pre-trained on the ImageNet 
dataset, are used for a new dataset for the research study. The proposed work has been 
implemented using Google Collaboratory pro which offers GPU and TPU support. 
These models have been trained on a batch size of 16 with 30 epochs and to optimize 
the training and validation loss, an Adam optimizer is used. Adam has been used 
to update the weight of the network iteratively. The dropout value is set to be 0.25 
which means that one in four inputs are randomly dropped out during training. The 
momentum value is set to be 0.9, and rectified linear function (ReLu) has been used 
as an activation function. 

Table 3 summarizes the various hyperparameters used for the proposed work.
For the above model, the same parameters have been used and their performance 

has been compared. Dataset was divided into 80, 10, and 10% data as training,
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Table 3 Hyperparameters used for proposed work 

Model Optimizer Epoch Learning 
rate 

Batch 
size 

Dropout Momentum Activation 
function 

DenseNet169 Adam 30 0.001 16 0.25 0.99 ReLU 

MobileNetV2

Table 4 Performance of proposed models on a dataset 

Model Avg. training 
accuracy (%) 

Avg. validation 
accuracy (%) 

Training time 
(sec.) 

Avg. testing 
accuracy (%) 

DenseNet169 99.82 97.32 2102 97.14 

MobileNetV2 99.30 94.46 2128 94.92 

validation, and test data respectively. Table 4 summarizes the performance of these 
two models on the dataset. 

Figures 3 and 4 show the model accuracy and loss curve for DenseNet169 and 
MobileNetV2 models. From Table 4, it is evident that both models take the almost 
same time for training but the accuracy of DenseNet169 is higher than that of 
MobileNetV2. Although the models were trained for 30 epochs, we have used early 
stopping when results do not improve after three adjustments to the learning rate. Best 
accuracy results for both DenseNet169 and MobileNetV2 models have been obtained 
at epochs 22 and 23, respectively. Similarly, minimum loss for both DenseNet169 
and MobileNetV2 model occurs at epochs 22 and 21, respectively. It is evident from 
Figs. 3 and 4 that the accuracy of the DenseNet169 and MobileNetV2 model increases 
with the increase in the number of epochs. 

Initially, both training and validation loss were high but these losses decrease as 
the number of epochs increase. As shown in Figs. 3 and 4, minimum loss occurs at 
epochs 22 and 21 for DenseNet169 and MobileNetV2 models, respectively.

Fig. 3 Model loss and accuracy curve for DenseNet169 model



938 A. Dheeraj and S. Chand

Fig. 4 Model loss and accuracy curve for MobileNetV2 model

For the object classification tasks, various performance metrics such as precision, 
recall, F1-score, classification accuracy, and confusion matrix are used and calculated 
by using Eqs. (1), (2), (3), and (4). There are four terminologies used for calculations 
of these performance metrics which are true positive (TP), true negative (TN), false 
positive (FP), and false negative (FN). For this research study, TP means weed image 
is correctly classified as actual weed class and crop image is classified correctly as 
actual crop class. 

TN means a number of correctly classified images in other classes except for 
the relevant class. FP means crop image is classified as weed and weed image is 
classified as crop image. FN means a number of incorrectly classified images in a 
relevant class. 

Precision(i ) = #TP(i ) 

#TP(i) + #FP(i ) (1) 

Recall(i ) = #TP(i ) 

#TP(i ) + #FN(i ) (2) 

F1-score = 2 × Precision × Recall 
Precision + Recall (3) 

Classification accuracy = #TP(i ) + TN(i) 
#TP(i) + #FP(i ) + TN(i ) + FN(i ) (4) 

where i is the number of classes. 
Precision is a measure of the ratio of correctly classified positives out of all 

positive instances, whereas recall is a measure of the proportion of actual positives 
that were identified correctly. F1-score is the harmonic mean of precision and recall. A 
confusion matrix is an N × N matrix for analyzing the performance of a classification 
model where N is several classes. It is a visual representation of actual vs. predicted 
values.
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The proposed model DenseNet169 and MobileNetV2 achieve the classification 
accuracy of 97.14 and 94.92%, respectively, on test data. Table 5 summarizes the 
information on precision, recall, and F1-score of proposed models for 12 species. 

The result of the proposed DenseNet169 and MobileNetV2 model for crop and 
weed classification has been analyzed using a confusing matrix and have been shown 
in Figs. 5 and 6.

From Table 5, it is evident that avg. precision for both DenseNet169 and 
MobileNetV2 is 97 and 95%, respectively. DenseNet169 has a precision value of 
less than 0.90 for two specie namely black-grass and loose silky-bent. Except for 
these two classes, the model has a precision value of more than 0.97 in the remaining 
ten classes. Similarly, MobileNetV2 has a precision value of 0.78, 0.87, and 0.89 for 
three species namely black-grass, loose silky-bent, and scentless mayweed. In the 
remaining nine classes, the model has a precision value of more than 0.96.

Table 5 Summarized information of precision, recall, and F1-score of the proposed model for 12 
species 

Species DenseNet169 MobileNetV2 

Precision Recall F1-score Precision Recall F1 score 

1 Black-grass 0.85 0.86 0.86 0.78 0.86 0.82 

2 Charlock 1.00 0.98 0.99 1.00 0.98 0.99 

3 Cleavers 0.99 0.99 0.99 0.99 0.99 0.99 

4 Common 
chickweed 

1.00 1.00 1.00 0.99 0.95 0.97 

5 Common wheat 0.97 0.99 0.98 0.97 0.97 0.97 

6 Fat-hen 0.98 0.97 0.97 0.98 0.98 0.98 

7 Loose silky-bent 0.88 0.90 0.89 0.87 0.85 0.86 

8 Maize 1.00 0.99 1.00 0.98 0.98 0.98 

9 Scentless 
mayweed 

0.99 0.99 0.99 0.89 0.95 0.91 

10 Shepherd’s 
purse 

0.99 0.99 0.99 0.96 0.90 0.93 

11 Small-flowered 
cranesbill 

1.00 1.00 1.00 0.99 0.99 0.99 

12 Sugar beet 1.00 0.99 0.99 1.00 0.98 0.99 

Accuracy 0.97 0.95 

Macro Avg 0.97 0.97 0.97 0.95 0.95 0.95 

Weighted Avg 0.97 0.97 0.97 0.95 0.95 0.95 
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Fig. 5 Confusion matrix for DenseNet169 model

5 Conclusions 

This scientific study aimed to develop a classification system for three crops and 
their associated nine weeds in the field. Transfer learning approaches have been 
used to train the proposed model. Then, we compared the performances of these two 
models for classifying weed and crop species into twelve classes. Both DenseNet169 
and MobileNetV2 models achieved an accuracy of 97 and 95% with the dataset 
divided into 80, 10, and 10% as training, validation, and test data, respectively. Some 
data augmentation techniques were used to augment the data. Both models take 
almost the same time to train but the performance of DenseNet169 is better than 
that of MobileNetV2. Good accuracy results make the proposed system applicable 
to identify weeds at an early stage in the field that can assist the farmers to take action 
accordingly. In the future, we intend to extend the presented work by incorporating 
more crop and their associated weed species.
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Fig. 6 Confusion matrix for MobileNetV2 model
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