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ABSTRACT 

In a bivariate or a multivariate data, to understand the association between the 

variables Correlation is the best tool. It gives the degree of relationship between the 

variables. Regression gives the exact linear relationship between the variables. This 

article gives details of capabilities of Vassarstats Correlation and Regression and 

procedure to calculate Correlation coefficient and Regression coefficients with 

examples. Vassarstats Correlation and Regression can perform Linear Correlation 

and Regression, Intercorrelations, Multiple Correlation and Regression, Partial 

Correlation, 0.95 and 0.99 Confidence intervals for population correlation 

coefficient, Estimating the Population Value of rho, Significance of value of r, 

Significance of difference between two correlation coefficients, Significance of 

difference between sample correlation coefficient and hypothetical value of 

population Correlation coefficient, Rank Order Correlation, Correlation coefficient 

for a 2*2 contingency table, Point biserial correlation coefficient, Correlation for 

unordered pairs, and then Simple Logistic Regression.  

Key words: Correlation, Regression, Multiple Correlation, Partial Correlation, 

Rank Order Correlation, Confidence Interval, Significance of Correlation 

coefficient. 

Introduction 

Correlation is a measure which can detect the extent to which two or more 

variables vary in the same direction or in the opposite direction.  Suppose we have 

two variables X and Y and we are interested in understanding whether there is 
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any association between them, Correlation gives the degree of relationship 

between the variables.  If the variables vary together in the same direction, the 

Correlation is said to be Positive. On the other hand, an increase in one variable 

results in decrease in the other variable and vice versa, Correlation is said to be 

Negative. The degree of linear relationship is measured by Coefficient of 

Correlation(r).  

Interpretation of Coefficient of Correlation(r): 

   Table 1 (See Tables Section at the end of the paper) 

The strength of linear correlation increases as Coefficient of Correlation(r) goes 

close to +1 or -1 from 0. 

There are three types of correlation 

 Simple correlation: This is the correlation between two variables. 

 Multiple correlation: This is the nothing but the correlation between more 

than two variables. 

 Partial correlation: This is the correlation between any two variables, 

controlling the effect of other variables. 

Regression gives the exact linear relationship between X and Y. The relationship 

can be written as Y=a + bX, where ‘a’ is the intercept and ‘b’is the slope. So, for a 

given value of X, Y can be predicted with the help of Regression equation. 

This article gives the method to compute Coefficient of Correlation(r) and 

Regression using Vassarstats. 

Linear Correlation and Regression 

Go to Vassarstats, then to Correlation and Regression and then to Linear Correlation 

and Regression, then to Data entry version if the data is in excel sheet, otherwise go 

to Direct entry version.  

Data in excel sheet: If the data is in excel sheet, select the data and copy it. Then 

the data is to be pasted in the Data entry box. Template1 shows the data which is 

copied. Template2 shows the data which is entered in Data entry box. 
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Template1 

 

 

 

Template2 
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It is of utmost importance that the cursor is next to the last data i.e. 89. Then click 

Calculate. 

The results are shown in Template3. 

Template3: 
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It can be seen that the 1st column is X and the second column is Y. The Correlation 

coefficient is 0.8406. That means, X and Y are positively correlated. Coefficient of 

determination is𝑟2 = 0.7066. That means, 71% of the variation in Y is explained by 

X. 

The Regression line can be written as Y= -103.593779 + 1.030176X. To estimate 

the weight of a person with height 185cms, substitute X=185 in the Regression 

line. It can be seen that Y = 86.989kgs. 

Vassarstats also gives the confidence interval for population correlation 

coefficient(rho) and slope of the regression as shown above. 

Direct entry method: Data can also be entered directly in the Data Entry column. 

First enter value of X, then a single space and then the value of Y. Then press Enter 

key. Repeat the procedure until the last value of Y is entered. The cursor should be 

next to the last value of Y. Then click Calculate.  

Intercorrelations 

Suppose we have three or more variables and we are interested in the Correlation 

between any two variables, In Vassarstats, go to Correlation and Regression and 

then to Matrix Intercorrelations. 

Data in excel sheet: If the data is in excel sheet, selectversion1. Then go to excel 

sheet, select the data and copy it. Then the data is to be pasted in the Data entry 

box.  Template3 shows the data which is copied. Template4 shows the data which 

is entered in the Data entry box. 
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Template3 

 

 

Template 4 

 

Be sure that the cursor is next to last entry 89. 

Now click Calculate.The result is shown Template5. 
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Template 5 

 

Direct entry method: Data can also be entered directly in the Data Entry column. 

For this, click version 2. Enter the number of observations in each variable. A table 

appears. First enter value of first variable V1, then press tab key, enter the value. 

Proceed till the last value is entered. Follow the same procedure for the other 

variables to be entered. Then click Calculate. In this method, maximum of five 

variables can be entered. Template 6 shows the data entered. 

Template 6 
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Multiple Correlation and Regression 

If we have severalindependent variables X1, X2, ……Xnto which a dependent variable 

Y is related simultaneously, multiple correlation coefficient can be computed.  

To compute Multiple correlation coefficient and to determine multiple Regression 

line, In Vassarstats, go to Correlation and Regression then go toMultiple Regression 

and then to Basic Multiple Regression.This procedure requires data to be in excel 

sheet. 

Data in excel sheet: Go to excel sheet, select the data and copy it. Then paste the 

data in the Data entry box. Template 7 shows the data which is copied. Template 8 

shows the data entered in Data entry box. The last column should be the 

dependent variable Y. In this example, it is weight. 

Template 7 

 

Template 8 
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It is important that the cursor is next to the last entry 89. Then click Calculate. The 

result is shown in Template 9. 

 

Template 9 

 

 

Here, column ‘b’ is important to us. 

The Regression equation can be written as Y = -101.5769 + 2.1538 X1 + 0.8077 X2 . 

Partial Correlation 

Suppose we have severalindependent variables X1, X2, ……Xnand a dependent 

variable Y and we are interested in the correlation between Y and one X, 

controlling the effect of other independent variables, the Correlation is said to be 

Partial Correlation. 

 

 



 
The journal is a publisher member of Publishers International Linking Association Inc. (PILA)-Crossref 
(USA). © Institute of Research Advances : http://research-advances.org/index.php/IJEMS 

189 
 

Partial Correlation for four intercorrelated variables 

By taking the examplein Template 7 and considering the three variables as X, Y, Z 

respectively, Partial Correlation coefficient can be computed in Vassarstats as 

follows. 

First of all Correlation between XY, YZ and XZ should be computed as explained in 

Linear Correlation and Regression section. Make a note of Correlation coefficient 

between XY, YZ and XZ. For the above example in Age(X), Height(y) and Weight 

(Z), Correlation coefficient between XY, YZ and XZ are 0.9357, 0.8406 and 0.8107 

respectively.  Then click For three intercorrelated variablesunder Partial 

Correlation.  

Enter the number of observations in each variable under N. Then enter 

Correlation coefficients between XY, YZ and XZ in the respective boxes. Then click 

Calculate.  

Template 10 shows the entries.  

Template 10 

 

Template 11 below shows the result. 
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The first column gives the Partial correlation coefficients. 

Partial Correlation for four intercorrelated variables:  

Suppose we have four variables Age (W), Height(X), Weight(Y) and BMI (Z), and 

we are interested in Partial correlation between the variables, controlling the 

effect of one variable in the First order Partial Correlation and controlling the 

effect of two variables in the Second order Partial Correlation, first of all compute 

Correlation coefficients between WX, WY, WZ, XY, XZ and YZ as explained under 

the section Linear Correlation and Regression. 

Consider the data in the excel sheet in Template 12. 

 

Template 12 

 

The Correlation coefficient between 

WX = 0.9357   

WY = 0.8107 

WZ = 0.3515 

XY = 0.8406 

XZ = 0.3429 
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YZ = 0.7936 

Now go to Partial Correlations and then go to for four intercorrelated variables. 

Enter the above linear Correlations in ‘r’ column and click Calculate. 

Template 13 below shows the result. 

 

 

Template 13 

 

You get first and second order Partial Correlations. The result is shown below. 
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1st Order Partial Correlations 

 

 

If you want statistic t and p value, then enter the number of observations in each 

variable against N. In this example N=10. 

0.95 and 0.99 Confidence intervals for population correlation coefficient rho 

Vassarstats can give you 0.95 and 0.99 confidence intervals for rho directly. For 

this, InVassarstats, go to Correlation and Regression, go to 0.95 and 0.99 Confidence 

intervals for r, enter the value ofr and n in the respective place and then click 

calculate. 
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Template 14 below shows r and n entered. 

 

The Result is shown in Template 15. 

Template 15 

 

Estimating the Population Value of rho on the Basis of Several Observed 

Sample values of r And Test for the Heterogeneity of several Values of r 

Population Correlation coefficient rho can be estimated with the help of several 

samples drawn from the same population. Also, test for heterogeneity of several 

samples of values can be done in Vassarstats.  

For this, In Vassarstats, go to Correlation and Regression, go to Estimating the 

Population Value of rho on the Basis of Several Observed Sample values of r, enter 

the values of n and r and then click calculate. Note that, minimum of two values 

and maximum of twelve values of r can be entered. Template 16 shows the data 

entry. 
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Template 16 

 

The result is shown in Template 17.  

It can be concluded that several values of r are heterogeneous if Chi Square is 

significant. 

 

Template 17 
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Significance of value of r 

To find out whether r is significant or not, In Vassarstats, go to Correlation and 

Regression, go to Thesignificance of an observed value of r, enter the values of N and 

r and then click Calculate. 

 

The following result is obtained. 

 

A significant value of probability indicates that r is significant. Directional is one 

sided probability and non-directional is two sided probability. 

Significance of difference between two correlation coefficients 

Suppose we are interested in testing whether the difference between Correlation 

coefficients of two independent samples is significant, In Vassarstats, go to 

Correlation and Regression, go to Significance of difference between two correlation 

coefficientsand then enter the values of r and n in the respective places as shown 

below and then click Calculate. 

As an example, if the Correlation coefficient between Marks scored by students of 

two sections in Computer Applications and Statistics are respectively, 0.7896 and 

0.8654, then 
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The p value is as follows. 

 

A significant p value indicates that the difference between Correlation coefficients 

is significant. 

 

Significance of difference between sample correlation coefficient and 

hypothetical value of population Correlation coefficient 

To test whether there is any significant difference between the sample Correlation 

coefficient r and hypothetical value of correlation coefficient of the population rho 

from which the sample is drawn, In Vassarstats, go to Correlation and Regression, 

go to An observed value of r and hypothetical value of rho and enter values of r, n 

and rho in the respective places and then click Calculate. 

 

The result is as below. 

 

A significant p value indicates that there is significant difference between sample 

Correlation coefficient and population correlation coefficient. 

Rank Order Correlation  

If the data is qualitative in nature, Spearman’s Coefficient of Rank Correlation is 

used to compute Correlation coefficient.  

Ranked data: If the data is already ranked, In Vassarstats, go to Correlation and 

Regression, then to Rank Order Correlation, enter the value of n, enter the Ranks for 
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X and Y in the data entry field and then click Calculate from ranks. Shown in 

template 18. 

Template 18 

 

See to that the cursor is next to the last entry 10. 

The result is as below. 

 

Raw data: If the data is not ranked, it can be entered directly in the Raw data for X 

and Y columns or can be imported from the excel sheet and can be pasted in the 

Data Import field. 

Direct entry of data: Enter the values of X and Y as shown Template 19. Then click 

Calculate fromdata. 
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Template 19 

 

The result is shown in Template 20 

Template 20 
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Data in excel sheet: If the data is in excel sheet, copy the data and paste it in the 

Data Import field. Then click Import Raw Data. Template 21 shows the data in 

excel sheet which is copied. 

Template 21 

 

Paste the data in Data Import field as shown below. 

 

Now click Import Raw Data and click Calculate from data.  
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The result is shown below. 

 

 

For a 2*2 contingency table 
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Vassarstats computes Phi Coefficient of Association, Chi-Square Test of 

Association and Fisher Exact Probability Test for a 2*2 contingency table.  

Suppose we have two categorical variables  SMOKING(X) and LITERACY(Y), each 

with two classes like SMOKERS(X=1), NON SMOKERS(X=0) and LITERATES(Y=1), 

ILLITERATES(Y=0)respectively and we want to test whether there is any 

association between SMOKING and LITERACY, In Vassarstats, go to Correlation 

and Regression, then go to Phi Coefficient of Association. The data should be 

entered in the Data Entry field as shown below. 

 

Now click Calculate. The result is shown below. 

 

Point biserial correlation coefficient 

Point biserial correlation is the correlation between a dichotomous variable and a 

non-dichotomous variable. The dichotomous variable(X) is coded as 0 and 1 

according to absence or presence of an event. The values of Y variable correspond 

to X=0 and X=1. 

As an example, Heights(Y) of males(X=0) and females(X=1) belonging to ages 

between 20 and 30 years. 

Direct entry method: Data can be entered directly in the data entry field as shown 

below. 
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See to that the cursor is next to the last entry. Then click Calculate. 

 

 

The result is as follows. 

 

Data in excel sheet: If the data is in excel sheet, copy the data corresponding to 

X=0 and then paste in the respective column. Then do the same procedure for X 

=1. Then click calculate. 
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Correlation for unordered pairs 

Unordered pairs of observations means the observations under variable X and 

variable Y may be interchanged and so we can have different pairs of 

observations. If we have ten pairs of observations under X and Y, we can have 210 

unique combinations of X and Y. Pearson’s product moment coefficient of 

correlation can be computed to each combination. The average of these 

correlation coefficients will be very close to Interclass correlation coefficient. 

 

As an example, consider IQ of ten pairs of twins as given below. 
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Data in excel sheet: If the data is in excel sheet, copy the data and paste it in the 

Data entry field. See to that the cursor is next to the last entry. Then click calculate. 

 

Direct entry method: Data can be entered directly in the data entry field as 

explained under Linear Correlation section. Then Inter class correlation can be 

calculated. 

 

Simple Logistic Regression 

Logistic Regression is performed when the dependent variable is binary in nature. 

Vassarstats can perform Simple Logistic Regression.  

As an example, consider gestational age of infants (in weeks)(X) and whether the 

baby was breast feeding(Y)or not at the time of discharge from the hospital. Y is 

coded as Y=1 for ‘yes’ and Y=0 for ‘no’ 

Enter the data in data entry field and the click calculate1. 
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The following result is shown. 
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To get predicted probability, enter the value of X in respective cell and click 

Calculate2. The result is shown below. 

 

Conclusion  

From this article, it is very clear that Vassarstats is a very simple and useful tool 

for measuring Correlation and computing Regression coefficients. Infact, 

Vassarstats can perform almost thirteen concepts of Correlation and Regression 

analysis. 
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TABLES SECTION 

r meaning 

            +1 Perfect positive correlation 

            -1 Perfect negative correlation 

             0 No correlation 

       0 < r < 1 Positive correlation 

      -1 < r < 0 Negative correlation 

Table 1 


